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Professor Dr. Hermann
Schlichting — In Memory

Professor Dr. Hermann Schlichting

Professor Emeritus Dr.-Phil Dr.-Ing HERMANN SCHLICHTING died on June 15, 1982, at
the age of 75, in Gottingen, Germany. He was one of the great men of our subject and of our
times. As a likable, happy man with an uncomplicated character and sharp scientific mind,
he gloried in the study of the motion of fluids. His contributions are his legacy to us and will
be a storehouse of information and a source of inspiration for many generations to come. His
deep physical insight, mathematical ability of high order, and skill in the design and
execution of many experiments inspired generations of engineers and scientists. His death
impoverishes us all. The fluids engineering community and The American Society of
Mechanical Engineers extend their deepest sympathies to Frau Schlichting.
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EDITOR’S NOTE:

The following three short articles summarize the activities of the three panel sessions held at Century Two
Emerging Technology Conference Symposium on Polyphase Flow and Transport Technology, which took
place in August 1980. These summaries are followed by three longer Review Articles—by G. B. Wallis, F.
Durst, and C. Crowe—which are updated versions of the keynote papers those authors delivered at the
conference. This symposium opened up some interesting new research areas in polyphase flow, and it is
appropriate that the highlights have been gathered together here for the JFE readership.

Recent Developments in Particulate/Gas Separation

M. S. Ojalvo!

1 Introduction

Recently there has been a substantial growth in research
dealing with new concepts and methods in particulate/gas
separation, such as electrostatic filtration, high gradient
magnetic separation, the utilization of acoustics in par-
ticulate/gas separation, and other methods. Some of the most
recent advances in this field were discussed by a panel during
the ‘‘Symposium on Polyphase Flow and Transport
Technology,”” ASME Century 2—Emerging Technology
Conferences, August 13-15, 1980. The following is a brief
summary of the presentations by the members of the panel.

2 Electrostatically Enhanced Fibrous and Fabric Filtration

Following a brief introductory statement by the Panel
Moderator, Dr. M. S. Ojalvo, a presentation on the stated
subject was made by Dr. T. Ariman of the University of
Tulsa. According to him, fine particulates, smaller than 3 ym
in aerodynamic diameter, are of great concern because they
persist in the atmosphere without settling out rapidly,
penetrate human beings’ natural defenses, and lodge them-
selves in the lungs. Fine particles in the 0.1 to 1 um range also
are the most difficult to collect. This difficulty has made fine
particles the focus of intense pollution technology interest in
recent years. Among several control means, fibrous filters are
mostly utilized for the efficient removal of submicron sized
particles from gases. Recent experimental and analytical
investigations have shown that the electrostatic charge on
fibers and/or particles effectively assist filtration by at-
tracting particles from a greater distance, influencing particle
agglomeration and thus collection efficiency and service life.
In the first part of the presentation by Ariman, some of the
recent developments in the analytical investigations of
electrostatically enhanced fibrous filters were reviewed.

On the other hand, fabric filtration systems have been
employed in industry for over a century with relatively few
technological modifications. However, with the recent
substantial increases in energy costs, attention has been given
to operating expenses (e.g., energy consumption). As a result,
the filtration systems of yesteryear may not be the best ap-
proach for future applications. Recently, an external electric
field has been considered in fabric filtration of industrial dust
with promising results. An increase in the collection ef-
ficiency, especially for fine particulates, and a decrease in
pressure drop was observed. The second part of the
presentation by Ariman was devoted to the discussion of the
recent developments in electrostatic fabric filtration of in-
dustrial dust and its possible extension to the control of diesel
emissions. :

lDirecmr, Particulate and Multiphase Processes Program, National Science
Foundation, Washington, D.C. 20550.

Contributed by the Fluids Engineering Division for publication in the
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3 Recent Developments in the Theory and Performance of
Fibrous Filters

According to Dr. W, Bergman of Lawrence Livermore
National Laboratory, one of the most efficient and cost ef-
fective means for removing airborne particles from gas
streams is the use of fibrous filters. Recent developments in
electrifying fibrous filters have significantly enhanced their
already good performance. Experiments have shown that
electrifying the filter increases its efficiency and its service
life. The techniques used for continuously electrifying the
filter include precharging the aerosols, polarizing the filter
fibers with an external field, or both. When the electrification
process is turned off, the filter returns to its original
nonelectrified state. A new permanently charged filter, made
from electret fibers, has also been recently developed. This
filter has similar properties to the electrified filters generated
by electric fields. These new developments have already been
incorporated into commercially available filters.

New theoretical studies of the electrified filter have also
been conducted by Dr. Bergman and his associates which
show the increased efficiency is due to a complex, dynamic
process involving charge accumulation and dissipation on the
filter fibers and electric fields due to the fiber charge, the filter
bed charge, and the external electric field. The theoretical
explanation for the increased service life has also been
devéloped based on an increased surface deposit and more
compact morphology around individual fibers.

In addition to the above developments on electrified filters,
Dr. Bergman indicated that major progress has been recently
made in understanding the complex process of filter clogging.
The major theoretical and experimental findings were
reviewed.

4 Some Observations of the Influence of an Applied Electric
Field on Particle-Air Systems

Dr. G. Clover of Iowa State University briefly discussed his
research in the stated field. Glass and copper particles were
tested in the electric suspension (clouds of particles), the
electrofluidized bed, and the electropacked bed. Experimental
observations were made on the influence of an applied electric
field (ac and dc) in altering the heat, mass, momentum, and
charge transfer characteristics for particle diameters greater
than 20 um. Dr. Clover’s important observations include the
following: (1) that the concept of saltation velocity in
horizontal pneumatic transport is unnecessary in the electric
suspension, (2) the diffusion process for near-spheres has
been isolated in the electric suspension with measured dif-
fusion coefficients ~ 10~3m?/s; (3) that injected bubbles and
gas diffusion can be tracked in-situ in the electrofluidized and
the electropacked beds by measuring particle surface
resistivity.

5 ““Charging’’ Ahead with Fabric Filters

E. R. Frederick of the Air Pollution Control Association
indicated that from extensive experimental data with sub-
stantial field verification, it is evident that naturally produced
electrostatic charges play a critically important role in the
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filtration process and can be utilized to provide optimum
operational parameters. When the filter medium and collected
particulate are appropriately balanced electrostatically,
performance in terms of pressure drop, efficiency,
cleanability and durability are maximized.

Most, but not all, particulates form porous aggregates and
this transformation is the important consequence of a
favorable filter/dust electrostatic relationship. For par-
ticulates that experience this type of cake formation readily,
the conversion occurs simply by even the moderate elec-
trostatic charge polarity differences occurring naturally
between the medium and the particles. Some dusts attain the
porous cake structure only with filter fabrics that develop
charges of high intensity and long duration. Fortunately, only
relatively few dusts do not form porous aggregates on the
filter surface regardless of the electrostatic balance achieved.
Even these can be collected efficiently, however, with media
that offer suitable electrostatic features.

According to Frederick, while filter fabric quality as well as
performance may be determined quite simply by triboelec-
trification tests, these same properties for particulates are not
so readily defined. However, he stated that by conducting
bench scale experimental filtration tests and employing
suitable supporting instruments, information may be ob-
tained to specify the role of electrostatics in the collection
process. In this way, filtration performance can be related to
the electrostatic charge polarity, magnitude and sometimes
discharge rate of the media.

6 High Gradient Magnetic Separation

David Kelland of MIT presented a concise summary of the
research work at MIT in the stated field. He pointed out that
various particulates can be separated from each other or from
a carrier fluid by taking advantage of differences in their
magnetic susceptibilities. High gradient magnetic separation,
a technique developed at the Francis Bitter National Magnet
Laboratory at MIT for dealing with paramagnetic par-
ticulates, has now been applied to materials whose suscep-
tibilities range over nine orders of magnitude, from
ferromagnetic to diamagnetic. Applications of this technique
to particule collection from gases include direct coal
desulfurization and steel furnace dust collection. In addition
to matrix separators such as HGMS devices, open gradient
magnetic separators and fluidized beds have been used to
make particulate/gas separations.

7 Closing Remarks

The general consensus of the panel discussion was that a
substantial progress was being made particularly with the
laboratory scale experiments in the use of electrostatics in
fibrous and fabric filters, electrofluidized and electropacked
beds. Electrostatics appears to have a strong effect in the
control of fine particulates by providing an increase in the
collection efficiency. A substantial decrease in the pressure
drop, i.e., an important savings in energy consumption was
also observed in both fabric and fibrous filtration of par-
ticulates.

An important recent development was also reported that
high gradient magnetic separation has now been applied to
diamagnetic particles.

Particle Sizing Techniques and Their Applications

R. A. Bajura! and F. Durst?

TMechanical and Aerospace Engineering, West Virginia University,
Morgantown, West Va, 26506.

Institute of Hydromechanics, University of Karlsruhe, Karlsruhe, West
Germany.

Contributed by the Fluids Engineering Division for publication in the
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1 Introduction

Measurements of particle velocities, size distributions, and
concentration are of considerable interest to environmental

- control and protection agencies as well as engineers and

scientists working on aerosol problems. In these areas, the
need for detailed experimental investigations has been ex-

‘pressed on many occasions. A panel session was organized as

part of the “‘Symposium on Polyphase Flow and Transport
Technology’> at the ASME Century 2—Emerging
Technologies Conference, August, 1980, to address topics in
the measurement of aerosols. The following is a brief
description of subjects treated by the panel.

2 Panel Membership

The panel was organized by F. Durst with assistance from
R. Bajura and R. Arndt. A cross-section of experts was
sought to address the wide range of topics encountered in
aerosol research. The panel consisted of the following
members:

Dr. Franz Durst (Chairman) Dr.B.Y.H. Liu
Sonderforschungsbereich 80 Mechanical Engineering
University of Karlsruhe Dept.

University of Minnesota

Dr. H. Fissan
Institut fiir Aerosoltechnik
Gesamthochschule Duisburg

Dr. D. A. Lundgren

Department of
Environmental
Engineering Sciences

University of Florida

Dr. B. Harris Dr. G. Newton
Process Measurements Section Lovelace Biomedical &
Control Systems Laboratory, Environmental

U.S. EPA Center

Albuquerque, NM

3 Presentations by Panelists

Topics discussed by the panelists were separated into four
major areas which were summarized during short presen-
tations by the following persons:

1. Transport Characteristics of Particle Sizing Equipment
(Fissan/Liu)

2. Mechanical Particle Collectors and Their Employment
(Harris/Newton)

3. Optical Particle Sizing Systems and Other Non-
Intrusive Techniques (Durst/Fissan)

4. Application of Particle Sizing
(Liu/Lundgren)

Audience participation in the discussion occurred after the
presentations in the above four areas and at the conclusion of
the session.

Transport losses in sampling lines must be considered in
determining the true characteristics of flowing aerosols.
Deposition of particles by settling and/or turbulent transport
on the walls of the sampling tube or by impaction due to
particle inertia in bends, will lead to an underestimation of the
particulate loading in a stream. The size distribution in the
collected sample will also be altered since the larger particles
are preferentially deposited. Concern must also be given to
the possibility of the condensation of water vapor which could
lead to agglomeration of particles. Further chemical reaction
may also occur in the sampling lines.

Mechanical particle collectors based upon the principle of
inertial separation in devices such as cyclones are typically

Equipment
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filtration process and can be utilized to provide optimum
operational parameters. When the filter medium and collected
particulate are appropriately balanced electrostatically,
performance in terms of pressure drop, efficiency,
cleanability and durability are maximized.

Most, but not all, particulates form porous aggregates and
this transformation is the important consequence of a
favorable filter/dust electrostatic relationship. For par-
ticulates that experience this type of cake formation readily,
the conversion occurs simply by even the moderate elec-
trostatic charge polarity differences occurring naturally
between the medium and the particles. Some dusts attain the
porous cake structure only with filter fabrics that develop
charges of high intensity and long duration. Fortunately, only
relatively few dusts do not form porous aggregates on the
filter surface regardless of the electrostatic balance achieved.
Even these can be collected efficiently, however, with media
that offer suitable electrostatic features.

According to Frederick, while filter fabric quality as well as
performance may be determined quite simply by triboelec-
trification tests, these same properties for particulates are not
so readily defined. However, he stated that by conducting
bench scale experimental filtration tests and employing
suitable supporting instruments, information may be ob-
tained to specify the role of electrostatics in the collection
process. In this way, filtration performance can be related to
the electrostatic charge polarity, magnitude and sometimes
discharge rate of the media.

6 High Gradient Magnetic Separation

David Kelland of MIT presented a concise summary of the
research work at MIT in the stated field. He pointed out that
various particulates can be separated from each other or from
a carrier fluid by taking advantage of differences in their
magnetic susceptibilities. High gradient magnetic separation,
a technique developed at the Francis Bitter National Magnet
Laboratory at MIT for dealing with paramagnetic par-
ticulates, has now been applied to materials whose suscep-
tibilities range over nine orders of magnitude, from
ferromagnetic to diamagnetic. Applications of this technique
to particule collection from gases include direct coal
desulfurization and steel furnace dust collection. In addition
to matrix separators such as HGMS devices, open gradient
magnetic separators and fluidized beds have been used to
make particulate/gas separations.

7 Closing Remarks

The general consensus of the panel discussion was that a
substantial progress was being made particularly with the
laboratory scale experiments in the use of electrostatics in
fibrous and fabric filters, electrofluidized and electropacked
beds. Electrostatics appears to have a strong effect in the
control of fine particulates by providing an increase in the
collection efficiency. A substantial decrease in the pressure
drop, i.e., an important savings in energy consumption was
also observed in both fabric and fibrous filtration of par-
ticulates.

An important recent development was also reported that
high gradient magnetic separation has now been applied to
diamagnetic particles.

Particle Sizing Techniques and Their Applications

R. A. Bajura! and F. Durst?

TMechanical and Aerospace Engineering, West Virginia University,
Morgantown, West Va, 26506.

Institute of Hydromechanics, University of Karlsruhe, Karlsruhe, West
Germany.

Contributed by the Fluids Engineering Division for publication in the
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1 Introduction

Measurements of particle velocities, size distributions, and
concentration are of considerable interest to environmental

- control and protection agencies as well as engineers and

scientists working on aerosol problems. In these areas, the
need for detailed experimental investigations has been ex-

‘pressed on many occasions. A panel session was organized as

part of the “‘Symposium on Polyphase Flow and Transport
Technology’> at the ASME Century 2—Emerging
Technologies Conference, August, 1980, to address topics in
the measurement of aerosols. The following is a brief
description of subjects treated by the panel.

2 Panel Membership

The panel was organized by F. Durst with assistance from
R. Bajura and R. Arndt. A cross-section of experts was
sought to address the wide range of topics encountered in
aerosol research. The panel consisted of the following
members:

Dr. Franz Durst (Chairman) Dr.B.Y.H. Liu
Sonderforschungsbereich 80 Mechanical Engineering
University of Karlsruhe Dept.

University of Minnesota

Dr. H. Fissan
Institut fiir Aerosoltechnik
Gesamthochschule Duisburg

Dr. D. A. Lundgren

Department of
Environmental
Engineering Sciences

University of Florida

Dr. B. Harris Dr. G. Newton
Process Measurements Section Lovelace Biomedical &
Control Systems Laboratory, Environmental

U.S. EPA Center

Albuquerque, NM

3 Presentations by Panelists

Topics discussed by the panelists were separated into four
major areas which were summarized during short presen-
tations by the following persons:

1. Transport Characteristics of Particle Sizing Equipment
(Fissan/Liu)

2. Mechanical Particle Collectors and Their Employment
(Harris/Newton)

3. Optical Particle Sizing Systems and Other Non-
Intrusive Techniques (Durst/Fissan)

4. Application of Particle Sizing
(Liu/Lundgren)

Audience participation in the discussion occurred after the
presentations in the above four areas and at the conclusion of
the session.

Transport losses in sampling lines must be considered in
determining the true characteristics of flowing aerosols.
Deposition of particles by settling and/or turbulent transport
on the walls of the sampling tube or by impaction due to
particle inertia in bends, will lead to an underestimation of the
particulate loading in a stream. The size distribution in the
collected sample will also be altered since the larger particles
are preferentially deposited. Concern must also be given to
the possibility of the condensation of water vapor which could
lead to agglomeration of particles. Further chemical reaction
may also occur in the sampling lines.

Mechanical particle collectors based upon the principle of
inertial separation in devices such as cyclones are typically
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used to remove larger particles (say 7 micrometers and larger
in aerodynamic diameter). A dual cyclone sampling system
with cut-off diameters of 15 and 2.5 micrometers was
discussed. This system employs a cascade impactor after the
second cyclone to collect the smaller sized particles in the
outlet stream. This device was designed to meet criteria for
measuring aerosols in the respirable range. A high pressure,
high temperature cascade impactor used in sampling coal-
fired gas streams at the Morgantown Energy Technology
Center was described. It was noted that valid measurements
under operating conditions typically encountered in com-
bustion systems are difficult to obtain.

Interest in optical particle sizing equipment was focused on
the use of laser doppler anemometry (LDA) techniques and
other optical techniques utilizing the light scattering
characteristics of particles. Sizing information can be ob-
tained with both laser and white light sources. The optical
methods offer rapid analysis of the particulate loading in a
flow stream in real time without the excessive delay en-
countered in analyzing particles collected on a filter, for
example. Optical systems can therefore be used for on-line
control functions. Furthermore, it is not necessary to insert a
probe into the system to withdraw a sample for analysis.
However, the optical systems suffer the disadvantage of
requiring clear viewing windows, especially if the size
measurements are to be made on the basis of the absolute light
intensity received by the detector.

Particle sizing equipment is required for application in a
variety of flows. Atmospheric aerosols are sampled under
conditions where the particles settle on filters due to gravity or
they may be aspirated from calm air into an impactor for
sizing and concentration measurements. Industrial ap-
plications require the monitoring of contaminants at specific
locations near a work place by a fixed sampling apparatus and
also near individuals by the use of personal cyclones carried
by workers. Many instruments and techniques are available
for specific applications.

4 Recommendations

The measurement of the size and concentration of par-
ticulates in flow streams is an important, but a difficult and at
times tedious task. Furthermore, there are many flows in the
natural and industrial environments in which suspended
particles influence or even dominate heat and mass transfer
processes. Detailed studies of these transfer processes require
suitable measuring techniques to provide information on
particle velocity, size distribution and concentration and on
variations of these quantities with time and in space.

The need for local measurements to examine spatial
distribution of size and concentration and the necessity to
have instantaneous records of these quantities to study
transient variations, impose special instrument requirements.
Instruments for this purpose are presently under development
in many laboratories and are applied in others.

Among developers and users, very often only special
knowledge exists on a few of the available techniques to carry
out particle velocity, particle size and particle concentration
measurements and this hampers the choice of the most op-
timum or most advanced techmnique for particular ap-
plications. This fact stresses the need to bring together on a
regular basis research workers, instrument developers, and
users in the field of particle sizing methods and their ap-
plication in order to exchange existing information and to
contribute in this way to the further development of modern
particle sizing techniques. In addition to identifying the
capabilities and advantages of available instrumentation, it is
equally important to identify the inherent limitations of these
systems as part of the overall evaluation process.

Journal of Fluids Engineering

Assessment of Present and Future Directions of
Polyphase Transport

C.T. Crowe!

1 Introduction

As part of its centennial year activities, The American
Society of Mechanical Engineers held a series of Emerging
Technology Conferences at a special meeting in San Francisco
in August, 1980. The Fluids Engineering Division’s con-
tribution to this activity was a symposium on Polyphase Flow
and Transport Technology. Sessions were organized for the
presentation of papers and panel discussions in three areas:
Gas/Liquid Flows, Gas/Solid Flows, and Slurry Flows. This
paper is a summary of the concluding session of the sym-
posium (Session FE-7) which was moderated by C. T. Crowe.

2 Comments From Industry Panelists

Richard Hill, manager of Slurry Systems, Bechtel Corp.,
stated that the greatest potential for slurry transport is moving
large tonnages over long distances. Coal is a prime candidate
for slurry transport. Other products amenable to slurry
transport include iron and copper concentrates, phosphates,
bauxite, and wood chips. Also, it may be a viable method for
carrying tailings long distances from the milling operation.

The use of conveying media for slurry transport other than
water is also under study. There is interest in using methanol
or crude oil for the transport of coal. Also, the use of CO, or
fine particles as the conveying media may be feasible.

Slurry transport has a promising future but several
technical problems must be resolved. These include the
development of pumping systems for coarse materials at high
concentrations, high-capacity effective dewatering systems,
and the use of lined pipe for transport of coarse materials over
long distances.

Marion Vardaman of Stearns-Rogers, Denver, presented
some of the problems encountered in polyphase transport in
coal gasification systems. He described two systems, the CO,
acceptor process and the BIGAS system. In the CO, acceptor
process, there is the dilute phase transport of limestone and
the transport of char by flue gases which must be controlled
and monitored. Currently the flow rate is monitored by
pressure-drop measurements. The BIGAS process is a two
stage entrained bed process which is characterized by high
yields of methane and carbon conversion. Coal is crushed,
transported by a water slurry, pressurized, heated, mixed with
recycled gas and spray dried before being fed to the second
stage of the gasifier. The char is separated and fed to the first
stage to be burned with oxygen and steam to provide heat for
the second stage. Measurement of the char feed to the first
stage is very important to ensure system safety.

Vardaman indicated two problem areas which need at-
tention: the measurement of solids flow rate in dense and
dilute systems and the control of erosion.

3 Comments From Government Panelists

Morris Ojalvo, director of the Particulate and Multiphase
Processes Program at National Science Foundation, reviewed
the mission of the National Science Foundation and the
growth of his program since its inception in 1975. The
program supported 26 grants worth .3 million in 1976 to 62
grants worth 3 million in 1980. The main areas of focus are: 1)
characterization of individual particles such as physical and

]Departrrient of Mechanical Engineering, Washington State University,
Pullman, Wash.

Contributed by the Fluids Engineering Division for publication in the
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used to remove larger particles (say 7 micrometers and larger
in aerodynamic diameter). A dual cyclone sampling system
with cut-off diameters of 15 and 2.5 micrometers was
discussed. This system employs a cascade impactor after the
second cyclone to collect the smaller sized particles in the
outlet stream. This device was designed to meet criteria for
measuring aerosols in the respirable range. A high pressure,
high temperature cascade impactor used in sampling coal-
fired gas streams at the Morgantown Energy Technology
Center was described. It was noted that valid measurements
under operating conditions typically encountered in com-
bustion systems are difficult to obtain.

Interest in optical particle sizing equipment was focused on
the use of laser doppler anemometry (LDA) techniques and
other optical techniques utilizing the light scattering
characteristics of particles. Sizing information can be ob-
tained with both laser and white light sources. The optical
methods offer rapid analysis of the particulate loading in a
flow stream in real time without the excessive delay en-
countered in analyzing particles collected on a filter, for
example. Optical systems can therefore be used for on-line
control functions. Furthermore, it is not necessary to insert a
probe into the system to withdraw a sample for analysis.
However, the optical systems suffer the disadvantage of
requiring clear viewing windows, especially if the size
measurements are to be made on the basis of the absolute light
intensity received by the detector.

Particle sizing equipment is required for application in a
variety of flows. Atmospheric aerosols are sampled under
conditions where the particles settle on filters due to gravity or
they may be aspirated from calm air into an impactor for
sizing and concentration measurements. Industrial ap-
plications require the monitoring of contaminants at specific
locations near a work place by a fixed sampling apparatus and
also near individuals by the use of personal cyclones carried
by workers. Many instruments and techniques are available
for specific applications.

4 Recommendations

The measurement of the size and concentration of par-
ticulates in flow streams is an important, but a difficult and at
times tedious task. Furthermore, there are many flows in the
natural and industrial environments in which suspended
particles influence or even dominate heat and mass transfer
processes. Detailed studies of these transfer processes require
suitable measuring techniques to provide information on
particle velocity, size distribution and concentration and on
variations of these quantities with time and in space.

The need for local measurements to examine spatial
distribution of size and concentration and the necessity to
have instantaneous records of these quantities to study
transient variations, impose special instrument requirements.
Instruments for this purpose are presently under development
in many laboratories and are applied in others.

Among developers and users, very often only special
knowledge exists on a few of the available techniques to carry
out particle velocity, particle size and particle concentration
measurements and this hampers the choice of the most op-
timum or most advanced techmnique for particular ap-
plications. This fact stresses the need to bring together on a
regular basis research workers, instrument developers, and
users in the field of particle sizing methods and their ap-
plication in order to exchange existing information and to
contribute in this way to the further development of modern
particle sizing techniques. In addition to identifying the
capabilities and advantages of available instrumentation, it is
equally important to identify the inherent limitations of these
systems as part of the overall evaluation process.
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Assessment of Present and Future Directions of
Polyphase Transport

C.T. Crowe!

1 Introduction

As part of its centennial year activities, The American
Society of Mechanical Engineers held a series of Emerging
Technology Conferences at a special meeting in San Francisco
in August, 1980. The Fluids Engineering Division’s con-
tribution to this activity was a symposium on Polyphase Flow
and Transport Technology. Sessions were organized for the
presentation of papers and panel discussions in three areas:
Gas/Liquid Flows, Gas/Solid Flows, and Slurry Flows. This
paper is a summary of the concluding session of the sym-
posium (Session FE-7) which was moderated by C. T. Crowe.

2 Comments From Industry Panelists

Richard Hill, manager of Slurry Systems, Bechtel Corp.,
stated that the greatest potential for slurry transport is moving
large tonnages over long distances. Coal is a prime candidate
for slurry transport. Other products amenable to slurry
transport include iron and copper concentrates, phosphates,
bauxite, and wood chips. Also, it may be a viable method for
carrying tailings long distances from the milling operation.

The use of conveying media for slurry transport other than
water is also under study. There is interest in using methanol
or crude oil for the transport of coal. Also, the use of CO, or
fine particles as the conveying media may be feasible.

Slurry transport has a promising future but several
technical problems must be resolved. These include the
development of pumping systems for coarse materials at high
concentrations, high-capacity effective dewatering systems,
and the use of lined pipe for transport of coarse materials over
long distances.

Marion Vardaman of Stearns-Rogers, Denver, presented
some of the problems encountered in polyphase transport in
coal gasification systems. He described two systems, the CO,
acceptor process and the BIGAS system. In the CO, acceptor
process, there is the dilute phase transport of limestone and
the transport of char by flue gases which must be controlled
and monitored. Currently the flow rate is monitored by
pressure-drop measurements. The BIGAS process is a two
stage entrained bed process which is characterized by high
yields of methane and carbon conversion. Coal is crushed,
transported by a water slurry, pressurized, heated, mixed with
recycled gas and spray dried before being fed to the second
stage of the gasifier. The char is separated and fed to the first
stage to be burned with oxygen and steam to provide heat for
the second stage. Measurement of the char feed to the first
stage is very important to ensure system safety.

Vardaman indicated two problem areas which need at-
tention: the measurement of solids flow rate in dense and
dilute systems and the control of erosion.

3 Comments From Government Panelists

Morris Ojalvo, director of the Particulate and Multiphase
Processes Program at National Science Foundation, reviewed
the mission of the National Science Foundation and the
growth of his program since its inception in 1975. The
program supported 26 grants worth .3 million in 1976 to 62
grants worth 3 million in 1980. The main areas of focus are: 1)
characterization of individual particles such as physical and
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chemical properties, size, shape, and charge, etc., 2) particle
generation and modification of particle size, 3) interfacial
forces, and 4) particulate processing such as transport and
separation.

Dr. Ojalvo also made reference to the Fine Particle
Research Institute (FPRI) which is supported by industry and

funds university research. Currently sixteen companies each -

provide $12,000 per year to fund research on solid-solid
separation, powder flow, slurry rheology and agglomeration
‘of particles in fluidized beds.

Subject areas of interest to the long range plans of NSF’s
particulate and multiphase processing program include: 1)
basic mechanisms in fluidized bed operation, 2) separation
processes at extreme conditions, 3) fine particle research, and
4) slurries and suspensions.

John Walsh of the Jet Propulsion Laboratory in Pasadena,
who represented the views of the Department of Energy,
reviewed the very complex problems in the development of
coal gasification and liquification plants. Resolution of the
technical problems to yield safe, reliable and environmentally
acceptable processes is essential to securing the necessary
capital investment for construction.

One important factor in safety is the accurate and reliable
measurement of coal feed rate. It is anticipated that a flow
rate of 40,000 tons of coal per day must be measured with an
accuracy of 1/2 of one percent. Besides flow rate, a reliable
measure of ash and carbon content, as well as heating value of
the coal, is needed. The importance of measurement accuracy
is apparent when one realizes that a 4 percent reduction in
carbon in the carbon-oxygen reaction in the gasifier increases
the flame speed by a factor of 10 which, in turn, can lead to
destruction of the system. Another factor is the erosive nature
of coal which can have a hardness of 9.5 compared to a
diamond at 10. Under rapid depressurization, a tungsten-
carbide flow component can have a life time of the order of
minutes.

Another area of concern is the flow of coal-ash-solvent and
hydrogen in coal liquification processes. Small changes, a few
percent, of the solids concentration can change the viscosity
by a factor of a 1000. Also, if the flashing of the mixture to
distill the final coal product is not well controlled, the mixture
can coke, turning into a solid mass.

John Walsh concluded that the polyphase technology
related to mass flow measurement, rapid depressurization and
mixing in coal gasification and liquification processes to
design safe, reliable and environmentally acceptable systems
is not currently available. He stated that these areas must be
the focus of future research and development.

4 Comments From University Panelists

Professor Franz Durst of Karlsruhe University, Germany,
discussed current and future directions of research in
polyphase transport from the viewpoint of the academician.
He began by stating that the role of the University should be
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in seeking understanding of processes and not generating
correlations. This understanding will ultimately provide the
knowledge for the design of functional, reliable systems.
Also, the university is the training ground for engineers and
scientists who will ultimately be responsible for process design
and development.

Professor Durst indicated the laser Doppler anemometer is
a promising instrument for monitoring and measuring two-
phase flows. Better optical systems and supporting electronics
are being developed continually. It is now possible to measure
local particle size, velocity and concentration to obtain slip
velocities—a key element in property transfer rates.
Development will continue in measurements at higher particle
concentrations with the use of smaller probes. Amplitude and
frequency measurements will allow discrimination between
phases and determination of local velocity differences.
Preliminary studies show that particle-gas velocity differences
can alter the turbulence level of the gas. Also, measurements
of this nature will help improve the predictive capability for
particle deposition on surfaces.

Professor Durst concluded by reiterating the need to
support basic research at universities to train engineers and
scientists and develop a firm understanding of processes
requisite to the design and development of industrial systems.

Professor Christopher Brennen of the California Institute
of Technology began his commentary by stating that more
emphasis should be given to global flow measurement. He
stated that point (LDV, optical probes) measurements are, for
the most part, limited to dilute flows and few can be extended
to dense suspensions. Instruments for global measurements
feature gamma ray and light absorption, electrical inductance
measurements, electromagnetic effects, Doppler shift
measurements, and simply, recording pressure drop.

Professor Brennen stated that there is a need for new ideas
for modeling the flow of dense suspensions. Previous studies
have shown that the random motion of the particles
dominates the flow. His approach has been to first study the
flow of granular material with no conveying medium. Un-
derstanding this flow will serve as a first step toward un-
derstanding the flow of dense suspensions.

5 Assessment

The participants in the session represented wide
backgrounds of technological experience. Industry is faced
with problems for which there are no ready solutions. Our
success in treating these problems will ultimately decide the
feasibility of slurry transport and coal gasifica-
tion/liquifaction plants. Government laboratories and
funding agencies are keenly aware of these problems.
Universities recognize that short term solutions are not
adequate and must continue to pursue studies which seek
basic understanding while providing training for the future
engineers and scientists who will have to deal first hand with
these problems.
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Review—Theoretical Models of

G. B. Wallis

Professor,

Thayer School of Engineering,
Dartmouth College,

Hanover, N.H. 03755

Gas-Liquid Flows

Two-phase flow is an “‘insecure’’ science. Many factors influence the phenomena,
limiting the value of theory unless supported and guided by observation. Several
methods of analysis are available; they should be used carefully and often need to

be adapted in an “‘ad hoc’’ way to solve particular problems. Current efforts are
concentrated on the separated (two-fluid) theoretical model and the development
of improved instrumentation.

Introduction

Kenneth Boulding, on the occasion of his presidential
address to the American Association for the Advancement of
Science [1], made the distinction between ‘‘secure’’ and
“‘insecure’’ science: between classical physics, on the one
hand, in which theory and experiment tend to agree clearly
and repeatably, and cosmology, on the other hand, which
studies a very large universe with a very small and biased
sample and is likely to be eternally discovering unexpected
events. Boulding defined a field of knowledge as insecure if
the available data only cover a small part of the total field and
if the actual structures and relationships in it are extremely
complex. He might have been describing two-phase gas-liquid
flow in industrial geometries.

One of the themes of this paper is this insecurity in the
prediction of two-phase flow and the care that has to be taken
to avoid the temptation of claiming an analytical precision
that is greater than the degree to which the problem can be
defined. Common causes for this state of affairs are: the
infinite variety of interfacial geometries and flow regimes;
enduring effects of past history; various forms of
nonequilibrium, such as nucleation during phase change;
large influences of small impurities, such as foaming agents,
and minor geometrical changes, such as roughness in a nozzle,
that can cause the early breakup of liquid jets; phenomena
such as fluctuations that couple the behavior of system
components that one would like to treat as independent.

These uncertainties were pointed out by Batchelor [2] who
stated in his keynote address at the Symposium on Two-phase
Flow Systems in Haifa in 1971 that he did not see ‘‘the kind of
secure foundations and body of theory which turn a collection
of particular problems into a subject.”” His view was that
“‘those ad hoc primitive hypotheses . . . must be replaced by
precise concepts and rigorous methods.”

The basic theory of two-phase flow already exists in the
form of classical fluid mechanics which describes the details
of the motion of either phase. Unfortunately, the application
of rigorous reasoning from fundamentals, such as the Navier-
Stokes equations, is a hopeless task in all but the most
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academic examples. Therefore, we are forced to develop
composite, often approximate, concepts and to be both
hopeful and dubious about applying them to apparently
similar problems in different fields. These methods, which
will be discussed later, rest on assumptions that have
restricted validity. It is doubtful whether there is any con-
sistent way in which the complexity of the problem can be
reduced to suit all applications. Nevertheless, I have seen a
“‘request for proposal’” from a sponsoring agency stating:
“‘the contractor will develop methods for describing the
transient response of ------ using the basic equations of two-
phase flow’’, the assumption having already been made that
meaningful and useful basic equations can be defined and that
the empirical terms that are needed in all such analyses can be
identified and known sufficiently accurately, without the long
period of patient diagnostic experimentation that has
historically characterized all significant developments in
engineering fluid mechanics, let alone two-phase flows.

Another example of a bold attempt to make a great
theoretical leap forward is in the analysis of nuclear loss-of-
coolant accidents by means of computer codes. The tempting
vision is of an organizing scheme for computation of the
behavior of a very complex system with numerous interacting
parts, many of which are not understood individually, based
on a universal method of analysis. Once a set of initial
assumptions has been made, the emphasis tends to be on
methods for solving the resulting set of equations rather than
on assessing the reliability with which the mathematical
framework can describe the physics. I would have more
confidence in this approach if I did not myself have so much
difficulty representing the behavior of relatively well-defined
components in these systems. At the very least, if one wishes
to rely on theory for predictions, knowing that many of the
terms in the equations have an empirical basis, it would be
wise to support the computer studies with extensive un-
derpinnings of experimental evidence: something that may be
limited by cost. It should also be remembered that the basic
scientific method consists of a tenacious attempt to disprove
hypotheses, not to ‘‘verify’’ them.

Methods of Analysis of Two-Phase Flow

Table 1 lists several classes of possible approaches to the
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Table 1 Methods of analysis in two-phase flow (numbers
indicate the numbers of papers in the Symposium Volume [3]
that use each approach)

—
W=t O oo

Descriptive-experimental
Correlation

Homogeneous flow

Separated flow

Continuum (e.g., Navier-Stokes)
Ad hoc

"analysis of two-phase flow. The numbers of papers in the
Symposium Volume [3] that use each technique are indicated
(some papers are counted more than once, since they use
several approaches). It is easy to see which methods are the
most popular.

The first approach listed in the table involves the very
important process of observing and trying to explain ‘‘what
happens,’’ describing the observable characteristics, such as
flow pattern, and recording the dependence of measured
parameters, such as pressure drop, on controlled variables,
such as flow rates.

Correlation is the simplest ““cookbook’’ form of analysis in
which patterns in the data are represented quantitatively,
preferably using dimensionless groups that are physically
motivated. Particularly when the phenomena are complicated
(e.g., turbulence in single phase flow), correlations for
composite concepts such as friction factor, or the Martinelli
parameters [4, 5] in two-phase flow, are the most useful
products of research; there may be little to be gained by
further elaborate investigations of the details of the flow field.
(If the reader is still unconvinced of the point about ““in-
security’’ he might examine the extent of experimental scatter
in Martinelli’s original data.)

The first item in the table that really involves analysis is
Homogeneous Flow [6]. Now, two-phase flow is a flow that is
divided into subregions with recognizably different
properties. By definition, such a flow can never be
homogeneous, since in that case every element would have
identical properties. The homogeneous theory of two phase
flow is an attempt to represent the flow as if it were a single-
phase flow, using ‘‘effective properties’ and established
techniques. It is the theory, not the reality, that is
homogeneous. ‘‘A theory is not a duplicate of the real world
but a diagram of what some simpler but in part similar world
might be [10].”” While this theory may provide a reasonable
representation of some variables of interest, such as pressure
drop in annular-mist flow, it may be misleading in another
context, such as the prediction of ‘‘dryout’’ that depends on
the fraction of the liquid that flows as a film on the wall and is
not typical of the average flow.

In the Separated Flow Model {7, 11-25] (sometimes called
the two-fluid or heterogeneous flow theory) each phase has
different properties, such as temperature, density, and
velocity, and is assumed to satisfy some focrm of the usual
conservation laws for mass, momentum, and energy. Each
parameter is some sort of average [26-30]. Averaging in-
troduces errors that are corrected by adding more terms or
coefficients to the equations {31, 32]. The Drift Flux theory
[8] is a reduced version of this approach.

Table 2 Advantages and disadvantages of the separated flow
model

Advantages:

It reduces to the homogeneous model in the limit.

Specific cases (e.g., fluidization, sprays, annular flow, coun-
tercurrent flow, some nozzle flows) can be handled very well.

There is considerable room for empiricism and adjustable coef-
ficients.

It can be used as a framework for solving ‘‘system”’ problems.

Disadvantages:

There is a complex array of equations to be solved. The choice of
form may influence the character of the solution.

The form of the equations changes as flow regimes develop.

An immense empirical input is needed to account for all flow
regimes, interaction terms and correction coefficients.

All situations cannot be handled (i.e., the detailed three-
dimensional aspects may not be readily reducible to simpler
“‘average’’ forms).

Separated flow theory may be a good way of representing a
spray, for example [33-35] or annular flow without droplet
entrainment [9].

In setting up the conservation equations one may arbitrarily
choose, within limits, to designate certain terms as primary
and others as empirical, particularly when dealing with in-
teractions between phases (e.g., should the momentum ex-
change due to phase change be included in the drag coef-
ficient? Should the velocity of the droplets or the film or some
weighted average be chosen to represent the liquid in annular-
mist flow? Should the core in annular-mist flow be treated as
a gas that interacts with both the droplets and the film, or as a
homogeneous mixture of gas and drops that interacts with the
liquid film as the second phase? Should ‘‘apparent mass”’
effects appear in the inertia terms or the interaction terms?).
This is a subjective choice. As long as consistency and
mathematical probity are maintained, there is no more
fundamental principle to which one can appeal to determine
which version is more correct. The only criterion is utility for
the particular purpose for which one is performing the
analysis. All alternatives require empiricism to take care of
““what is left out’’ (perhaps a criterion for selection is that this
empiricism should be simple). There is rarely a clear, basic
constitutive equation except for highly idealized models that
are geometrically simple and are at best an approximation to a
much more complicated reality.

Table 2 lists some advantages and disadvantages of the
separated flow model.

Averaging

Realizing that the separate flow model has weaknesses,
some theoreticians have sought greater precision by being
more explicit about averaging. This usually means that terms
in the equations appear as integrals over space and time of
continuum parameters such as velocity. This is a good exercise
but so far it has not led to any useful results, because even-
tually the equations have to be solved for a finite set of
variables that are often indistinguishable from what would
have been generated from a much less sophisticated starting
point.

Nomenclature
a = acceleration g = acceleration due to gravity a = void fraction
A = area of cross-section m = mass p = density
Cp = drag coefficient for a droplet Q = volumetric flow rate .
C; = friction factor at gas-liquid t = time Subscripts
interface v = velocity - f,g = liquid, gas
d = drop diameter x,,z = Cartesian coordinates i,/ = each of two phases
D = pipe diameter y = fraction of total liquid flow 1 = onthewall
f = force that is on the wall 2 = entrained
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A sketch of annular-mist flow

Fig. 1

This leads to another point—the relation of the solution
variables to experimentally measurable quantities. The
average velocities of the phases, v; and v;, in the separated
flow model are not directly measurable. One can measure the
volumetric flow rate, Q;, the area of the duct, 4, and the
volume fraction «;, and deduce v, to be

b

Aoz,
This is a much easier and more practical approach than the
definition based on an integral over space and time:

M

g v;dxdydzdt
V= (2)
S dxdydzdt

Besides, it is probably hard to measure the instantaneous
value of v; near interfaces which may mean, in some regimes,
most of the flow volume (Durst reports some success at
measuring local velocity in particulate systems [35]).
Therefore, v; in equation (1) is defined as the simplest velocity
that can be related to measurement—an excellent reason for
using it as a basis for analysis.

In steady flow it is even harder to deduce the average
velocity since the instantaneous flow rate may not be ac-
curately measurable. Usually the only parameter that is easy
to measure is pressure at the wall. The same pressure history
may be reasonably modelled by many theories, using different
solution variables and equations and an adequate number of
adjustable coefficients.

Indeed, the difficulty of making almost any accurate
measurement of the details of the flow is one of the major
causes of the “‘insecurity’’ that was mentioned at the start of
this paper. Without unequivocal measurements it is hard both
to find a sound basis for theoretical development and to sort
out the spurious theoretical models from those that give an
“‘honest’’ representation of what is going on.

A Specific Example— Annular-Mist Flow

The hazards of averaging can be illustrated by the simple
example of annular-mist flow: one of the most common flow
regimes. Figure 1 shows an idealized representation in which a
fraction y of the liquid flow is entrained with speed vj,, while
a fraction (1-y) flows on the wall with speed v, (these
speeds are themselves averages of a complicated variation in
both space and time). The void fraction is « and the overall
fraction of the volume that is occupied by liquid is (1 — ).

The fraction of the pipe that is occupied by the liquid film is
(1-»)Qs/ (Avy) while the fraction of the pipe occupied by
the drops is yQ,/ (Avp). Therefore the fraction of the pipe
occupied by all of the liquid is

O

(=3 (

1—-
P
Un Un

3

If this is to be compatible with (1) the average liquid speed -

must be given by
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For instance, if y = 1/2, vy = 1, vp = 10, then v, = 1.82,
showing a weighting in favor of the liquid film.

If we now compute the momentum flux of the liquid we
find that the value predicted assuming that all of the liquid
has this average velocity should be multiplied by the
correction factor (yv, + (1-») vp)/v,, or approximately 3
for our numerical example. For the flux of kinetic energy the
correction factor is (v* ;, + (i —y)vp?)/v/?, which exceeds
15if y = 172, vy = 1, vp = 10. These are very large
correction factors indeed and they are a significant source of
error if they cannot be accurately estimated in an analytical
scheme based on mass, momentum and energy balances.

In fact, the errors in computing the momentum and kinetic
energy fluxes of the liquid for this example are both less than
a factor of 2 if we use the apparently less reasonable
homogeneous flow model, assuming that all of the liquid
travels at the speed of the droplets; however, the liquid
fraction in this case is in error by a factor of 5.5

This is not an extreme case. Infinite correction factors are
needed, for example, to describe the situation in which
droplets are flowing in a direction countercurrent to an equal
flow rate of liquid in the film; there is no net liquid flow, but
there are definite fluxes of momentum and kinetic energy.

Indeed, in some countercurrent flows the net fluxes of mass
and momentum may be in opposite directions.

With errors of this magnitude possible in simple situations
it is clear that care must be applied in the use of this theory,
particularly when there are large nonuniformities in the flow
pattern or the geometry of the enclosing structure.

It may also be a problem to determine the effective one-
dimensional ‘‘constitutive’’ equations or interaction terms for
the separated flow model. In the annular-mist flow example,
suppose that the gas has a velocity v, and the droplets each
have a diameter d in a pipe of diameter D. A reasonable
expression for the shear stress exerted by the gas on the liquid
film is

1
Ti=ci70g(vg—uﬂ)2 &)

where C;is an “‘interfacial friction factor.”’ The drag on the
droplet cloud per unit length of the duct can be represented by

1 T
fdzCDE‘pg(vg_Uﬂ)z ‘4—612’7 6

where
YO _yvf(l~a)7rDZ/4
T vpwd/6 vpwdi/6
is the number of drops per unit length of the duct and Cp, is
their ““drag coefficient.”

The force between the phases per unit volume of the duct is
then

M

riaDNa+fy
wD?/4
2p ~ 3 va
=FE[C,(ug—vﬂ)2\fa+—gcuy(l—a) dv,y (Ug_vﬂ)z]
®
If (1-0)=02, C;=0.05 Cp=05, y=05, vy=1,

vp =10, D=200mm, d=0.2mm (all of which are reasonable
numbers) the term in square brackets becomes, using (3),

0.045(v, —vp)? +3.2(v, — vp)?

The contribution to the interphase force from the drops is
weighted by a factor 3.4/0.045 = 76 relative to the con-
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Fig. 2 An example. of developing flow patterns in a vertical pipe (The
cross-hatched regions denote continuous liquid).

tribution from the film. At the same time the fraction of the
liquid in the pipe which is in the film is
A-y) /vy 10
Yivp +(1~-p)/vp i1
or over 90 percent. Averaging Newton’s law, f=ma, for the
liquid phase is clearly a cavalier business in this case, quite
apart from the question of ‘‘internal’”” momentum exchange
by droplet deposition and entrainment.

Continuum Models

The most thorough approach to two-phase flow is to treat
each phase as a continuum and to obtain a detailed
description of the three-dimensional flow field. This may
involve, for example, the use of two sets of vector continuity
and momentum equations (e.g., Navier-Stokes) together with
boundary and interface conditions incorporating the effects
of mass transfer and surface tension. Even when the shape of
all the interfaces is known (it usually isn’t) this is a Herculean
task in all but a few special cases.

While these approaches have potential for greater rigor,
their use is inevitably restricted to rather well-defined
problems and flow regimes. Some successes so far include the
flow around single bubbles or drops or arrays of suspended
particles in creeping, irrotational or shear flows. Reference
[37] cites many such cases, while [38] and [39] are typical
examples. Successes also include some well-ordered in-
terfacial waves [40] and various universal velocity profile
approaches to annular flow (e.g., [41,42,43]).

Ad Hoc Methods

By ‘““ad hoc” I mean the development of particular
analytical approaches for each new problem, drawing upon
experience with similar situations, publications that appear to
be relevant, and insights that are developed to explain the
unique features of the processes. The numbers in Table 1 are a
fair indication that this is the most common approach and 1
believe it is fair to conclude that this is also the most ap-
propriate approach to most problems.

Why is this? It all has to do with the insecurity mentioned at
the outset. We have to deal with such an overwhelming variety
of different circumstances, combinations of fluid properties
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and apparatus geometry that the likelihood of success in the
application of some ‘‘standard technique’’ to a new situation
is quite low, unless accompanied by the sort of “‘skill in the
art” that relates a successful consultant in this field to a
clinical medical diagnostician.

As an extreme example, Fig. 2 shows water flowing down a

- vertical pipe. There is no air flow. Water is poured in the top

of the pipe as a central jet (A4), which could be formed below a
standard faucet, for example. This jet splashes into a pool (C)
and entrains air to make bubbles, which separate under
gravity to form a foam (B) limited in height by the mechanics
of bubble bursting (influenced by trace contaminants) at its
upper surface. The liquid pool is retained by a perforated
plate in such a way that water drips from individual holes and
forms a drop dispersion (D) below the plate. These drops are
caught by a cone-shaped baffle to form a film (&) which is
directed to the outer wall of the pipe to create an annular film
(F). This film impinges on another perforated plate below
which a group of air bubbles is trapped. Water percolates
through these bubbles in an “‘inverted, fluidized bed”’ (G).
Finally, a ring of non-wettable material separates the flow
from the wall to form a new jet () which accelerates under
gravity, eventually breaking up into droplets (I), some of
which impinge on the wall to form a hybrid drop-annular
pattern (/). Even if the pipe is very long, a final ‘‘fully-
developed’’ pattern may be hard to achieve.

Clearly we have here a whole host of subproblems, each
requiring different equations to describe them and, probably,
some careful flow visualization before even an adequate
verbal description (that usually precedes all analysis) can be
developed (e.g., [44]).

Summary

ccx

Many aspects of the science of two-phase flow are “‘in-
secure’’ in the sense defined by Boulding. We need to be wary
of excessive expectations of the ability of analysis to predict
behavior. The experimental base is meager and will probably
always be small compared with the immense variety of
possible phenomena. Successful theories can be developed for
specific applications but they usually require some form of
empirical input that must come from extensive experiments if
there is to be any claim to generality.

At present the active area of theoretical development is the
separated (two-fluid) flow model. It has potential for
representing many practical situations (especially those with a
well-defined flow regime) as long as one is careful not to vest
it with a more general authority than it deserves. There
perhaps will be some spectacular successes for it, particularly
in its three-dimensional form, because modern computer
techniques are making it possible to handle all the
simultaneous equations. There will have to be some improved
methods of experimentation developed concurrently if the
theory is to be supported by thorough tests of its pieces rather
than merely overall predictions of system behavior.

The ad hoc approach is likely to retain its preeminence as
the dominant method of analysis for the foreseeable future.
Rather than a rigorous base of general two-phase flow theory,
the theoreticians will have available an evolving bag of tricks,
involving a continual interplay between theory and ex-
periment, that -must be used with skill and judgment and a
realistic awareness of the limitations of the theories, as well as
their potential for saving us from being doomed to learn
everything by experience.
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ments of Particle Velocities, Size
Distributions, and Concentrations

The present paper describes combined laser Doppler particle sizing systems which
permit simultaneous velocity and size measurements of individual particles.

Combined measurements of these properties are achieved by extended laser Doppler
anemometers. These extensions require the physics of laser Doppler signal
generation to be clarified. A system for measurements of small particles and one to
measure the properties of large particles is described. Some applications of these
instruments are given.

1 Introduction

Measurements of particle velocities, size distributions and
concentrations have become of considerable interest to en-
vironmental control and protection agencies as well as to
engineers and scientists working on pollution problems.
Furthermore, there are many flows in the natural and in-
dustrial environment in which suspended particles influence
or even dominate heat and mass transfer processes. Detailed
studies of these transfer processes require suitable measuring
techniques to provide information on particle velocity, size
distribution, and concentration and on variations of these
quantities with time and in space. The need for local
measurements to examine spatial distribution of size and
concentration, and the necessity to have instantaneous records
to study transient variations, impose special instrumentation
requirements. Instruments for this purpose are presently
under development in many laboratories and in the present
paper descriptions of these developments are given using the
author’s work at the Universtitét Karlsruhe in Germany as an
example.

The development and optimization of instruments to
measure particle properties is greatly facilitated by physically
correct descriptions of the generation of signals. These
descriptions are provided in this paper with special emphasis
being given to the laser Doppler instrument.
~ The generation of laser Doppler signals in a dual-beam
LDA-system can be readily explained by light scattering from
particles penetrating a region in space common to both in-
cident light beams. This region is usually referred to as the
measuring volume of the LDA-system although signals may
result from outside of this volume, e.g., see Durst (1973).
These additional signals are usually not considered in laser
Doppler anemometry and are eliminated in actual
measurements by designing the receiving optics to only collect
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light from the crossing region of the two incident light beams,
e,g., see Durst and Whitelaw [1].

Laser Doppler signals from dual-beam LDA-systems have
also been treated in terms of the so-called fringe model. Rudd
[2] showed that the LDA-signal received by the
photodetector can be understood to result from scattering
particles crossing interference fringes that can be assumed to
be located inside the measuring volume. This model has been
extensively used to explain the generation of laser Doppler
signals. The simplicity of this model and the visualization of
the fringes in the crossing region of two inclinded laser-
beams, lead to the belief that these fringes really exist in the
measuring volume and are experienced by scattering particles.
The present paper points out that this is incorrect and Section
2 provides detailed derivations to stress this point. The ex-
perimental requirements to detect fringes are given in this
section and it is pointed out that scattering particles do not
possess the necessary properties to experience fringes in the
measuring volume of a LDA-system. However, if the
properties of the photodetector for the scattered light are
attributed to the particle, the resultant LDA-signal can be
interpreted as being generated by a particle crossing fringes.
These can be assumed to be located in the measuring volume
of the LDA-system.

The physical existence of the fringe pattern for scattering
particles in the common region of two crossing laser-beams
has been the basis of explanations of LDA-signal properties.
Section 3 reviews these explanations and gives a physically
correct description of LDA-signals, e.g. of their generation
and their properties: The information content of LDA-signals
is considered and the outcome of studies to measure the
particle size from the modulation depth of LDA-signals is
discussed. It is pointed out that the fringe model should not be
employed to interprete modulation depth variations of LDA-
signals in terms of particle size variations.

The information provided in Section 2 and 3 is used in
Section 4 where a combined laser Doppler white light particle
system is introduced. It is shown that the availability of
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Fig.1 Interference fringes from two planes light waves
velocity information permits also the particle volume con-
centration to be computed.

This instrument is applicable to particles in the micron and
submicron range as indicated by some of the applications
described in Section 4.

Section 5 introduces an extended laser Doppler system
applicable to small and large particles. Systems of this kind
permit useful information to be obtained in particulate two-
phase flows. Demonstration experiments in Section 5 clearly
show this and so do examples of applications in Section 5.

Conclusions and final remarks are provided in Section 6
where the advantages of physically correct considerations to
interpret properties of LDA-signals are pointed out. The
advantages of nonintrusive measurements of particle
properties are stressed.

2 The Generation and Detection of Fringes

Interference fringes can be seen by the human eye in the
crossing region of two coherent light beams if the angle
between the beam is chosen to yield a fringe distance which
can be spatially resolved by the human eye. Fringes also are
detected by other square law detectors for electromagnetic
waves which resolve the fringes spatially and have a response
time much larger than the inverse of the frequency of the light
waves. The resultant intensity field may be analytically

derived using the two expressions for the interfering plane
light waves given in Fig,. 1:

€1 =(Eg); exp [~ 2 wv {— K, + ¢1)] 0))
e2=(Ep), exp [ iR mvt—- K& + ¢,)] )]

The analytical expression for the light intensity is derived by
squaring the sum of both electromagnetic waves and by in-
tegration with respect to time implying a time constant much
larger than the inverse of the wave frequency, i.e.:

1 T
125‘7‘,50 (El+€*1+62+6*2)2dt (3)

with T > > 1/vone obtains:
I=(Ey)? +(Ey)3
2
+ 2B, (Bo), o8 | S (6, =)+ (62— 6)| @

The derivations reveal that the intensity field given by
equation (4) is only detected if square law detectors for
electromagnetic waves are available with integration times
much larger than the inverse of the wave frequency. The
human eye is a detector of this kind and, therefore, sees the
intensity field described by equation (4).

The physical existence of light fringes has been postulated
in connection with the scattering action of particles passing
the measuring volume of a LDA-optical system irrespective of
the general knowledge that the existence of light fringes
requires the very special properties owned by square law
detectors for electromagnetic waves. These properties are not
owned by scattering particles and, hence, light fringes are not
experienced as the particles pass the measuring volume of a
LDA-system; the fringes physically do not exist as far as the
scattering particles are concerned. To stress this fact,
derivations of analytical expressions for LDA-signals are
repeated below. These clearly show that the postulation of the
physical existence of fringes in the measuring volume of a
LDA-system is equivalent to attributing to the properties of
the scattering particles the properties of the detector for the
scattered light.

A particle that penetrates an electromagnetic field of two
superimposed light waves, yields scattered waves that can be
written as follows:

Nomenclature
a; = amplitude of scattered at the cathode of the
light radiation of axial photomultiplier {Up}; = velocity of particle p
mode j produced by beam I = intensity of scattered light x = coordinatein Fig. 1
Li=,L,2j=1,..., M K = wave number Ax = fringe spacing
¢ = velocity of light K; = wave number of light ) 277,
{Ey}; = maximum amplitude of wave of axial mode j o = Mie-parameter, o=
dielectric field of light- {Kp}; = unit vector of scattered
wave caused by axial light wave ({e};); = complex electric field
mode j L = laser cavity length vector of wave scattered
fp = doppler frequency de- ({/}¢,); = unit vector in the of ith beam .
tected by electronic direction of incident light n = coordinate perpendicular
equipment beam K; K = 1,2 to laser beam axis
Af,.. = frequency difference be- M = number of excited modes N = wavelength of light
tween axial modes ‘m’ {n};, = {I;};—{ly}; sensitivity N; = wavelength of wave of
and ‘n’ vector of anemometer axialmodej,j=1... M
Afy, = axial mode spacing R, = distance from particle vp = Doppler frequency
Afy; = axial mode spacing center to plane of ob- £ = coprdinate along beam
between neighbors of jth servation axis
order;j=1,... M (Rp); = distance Rp for time r=0 ¢ = phase of lightwave
AF, = line width of atomic R(e;); = real part of electric field ¢; = phase of wave jth mode
transition in laser reso- scattered radiation A¢; = phase difference of ith
nator T = integration time and jth mode
I, = intensity of scattered light t = time w, = 2mc/N
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The two scattered light waves are detected at a distance Rp

from the particle and the following signal results:

1
,Is = 52 {(EOS)% + (EOS)%
Ry

2
+2(Bu): (Bas 05| S (6 —ma) + 86, ™

Introducing:

N, =x2' COS ¢ — X, sin ¢ (8a)

£, =X, COS ¢+X, sin @ (8b)
yields as the final equation:
1
= o { Eo)t + (Eo)}
P
2w .
+ 2B, (Eu cos| 5@, sin )+ 445 ] ©)

This equation shows that the scattered light intensity,
detected by a photomultiplier in space, can be understood to
result from a fringe pattern located along the x, axis in Fig. 1.
Whenever (2 . x; sin ¢) is equal to an integral number of
wavelength an intensity maximum results from the scattering
particle and an intensity minimum for:

1
(N+ 7) eA=2x, sin ¢.

The derivations show, however, that the resultant signal is
caused by both the scattering action of the particle and the
properties of the photodetector. Hence a particle on its own
does not experience interference fringes as it passes the
measuring volume of a laser Doppler system.

3 The Fringe Model in Laser Doppler Anemometry

3.1 Description of the LDA-Signal Generation. The
present section reconsiders the generation of LDA-signals by
superposition of two scattered lightwaves originating from a
small scattering particle penetrating the center of the
measuring volume of a dual-beam LDA-system. The
derivations are only given for a correctly layed out system, for
which the center of the crossing region of the light beams
coincides with the focal point of the optical system, see Durst
and Stevenson [3]. In such a system, the two intersecting
incident light beams can be described as plane waves. Taking
into account the various frequencies of a multiaxial mode gas
laser, these waves may be analytically described as follows:

M
1= Y (Eop)noexpl —ilK, o1, — wpt - bl )

n=1

(10)

M
&= 3 (Egp)y+expl —ilK,y£; — wpl

m=1

_d)m]} (11)

If a scattering particle penetrates these two waves, two
scattered spherical lightwaves are generated:

YA oay, [27R, .
€1 7 E R exP{_l A —"’-’nt—qsn_'_Kn'TlZ]}
n=1 P

n

(12)

2 7R '
MeXp{_i[% "‘wmt_d)m"‘Km'EZ:I} (13)

m=1 m
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1
R (Ep)y exp [—i2 mvi—KE; + &5, —KRp)]  (6)
P

Due to the particle motion relative to the light source and
the receiver, the coordinates n,, &, and the distance Rp
change in time:

2
772=(772)0_‘)\_7r{Up}i“1}it (14a)
)
Er=(8)0— {UP} {hlit (14b)
RP=(RP)0—{UP}i[KP}i'f (15)

Introducing these quantities into equations (12) and (13)
yields the following expressions for the scattered lightwaves 1,
2:

M

a,, [27(Rp)e 2r
5,1 = — -8 T ¢/1 nt {U i
€s,1 "Z_:l R, exp{ 1[ N, —(dp)o—w )\" p)

(Ui (K et} (16)
€52 = i Lm exp{—i[—Lr(RP)o —(bm)o — !
’ m=1 RP )\m
2
o LA EARR]| (7)

These expressions were already written in this form by
Dopheide and Durst [4].

The two scattered lightwaves given by equations (16) and
(17) yield the following light intensity af the cathode of the
photomultiplier:

1 T
Ig=— | IRGes )+ Ries (1)

Due to the particle velocity being much smaller than the

velocity of light, the following relationships are ap-
proximately valid.
1
A=\, =Nand(v,—»,)<< > (,+v,) 19)

The expression for the light intensity may be derived from
the above equations and is given below. In order to reduce the
length of this expression, the following simplifications are
introduced:

fnyi=thL},— ), (20a)

and

Ay = (d’m)o —(P.)0
The light intensity at the photodetectors cathode reads:

M oal+ad
RN, LT

Jj=1

(20b)

I, = cos[Zvrl{Up} [n},-t}+

a,,a,, +4a,,a
E E M"’MCOS[A(JSIM'*'Z T = vn)t] +

n=1 m=1
n#EmM

N
g
>

ai,a 22m cos {Ad’mn +2 7 t[(l/,,, V,z)
P
@1

n>m

ESUAREH |

E E aj, 2m COS{A¢)n)1 +27 f[(”m Vn)

n=1 m=1
nEm
n<m

+—;—{Upiitn1,»]}
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This is the complete expression for the LDA-signal
produced by two crossing, multi-axial mode laser beams.
Equation (21) was first given by Dopheide and Durst [4] who
pointed out that LDA-signals from multi-axial mode lasers
result in signals consisting of various frequencies:

(@) The Doppler frequency:

1
Jo= 7\‘ {Upli{n};

(b) The difference frequency between mode frequencies:

(22)

C
A(fM)mn =y —vy)=(m-n)—

2
7L (23)
(¢) The sums and difference of the above frequencies:
C 1
(Af+)mn=(m_n)2_2:+T{U]i{n}i (24)
(AF Y =m =)= — (U}, () 25)
-Jmn — n 2L N\ itny;

Figure 2 shows the frequency spectrum of a LDA-signal
with all the frequencies given above. This clearly demon-
strates that Doppler considerations vyield the correct
frequencies of LDA-signals produced by lasers with multi-
axial mode outputs.

If the basic idea of the fringe model is applied, the above
derivations can be repeated in the way given below:

The light intensity distribution in the crossing region of the
two incident beams can be calculated using the following
relationship:

1

T
1= | R@)+ R ar

Introducing equations (10) into the above expression yields:

(26)

T M u
1r=—S [ E (Eg), cos [K,my —w,t—¢,]1+ E (Eo2)m
n=1

0 m=1

2

+COSLK 2 — ot~ 1]l @)

Carrying out the squaring and integration yields the

following final expression if the approximation in (19) are
introduced at the same time:

M M 2w
I,= E [(Em)jz' +(Eoz)12‘] +2 E (Eo1);(Eq2);=cos [T(fz - 772)]
4 ot

Jj=1
M

M
Y Y (Eo)nEo)m + Eop)n(Eop) ] cOS[ Ay

n=1 m=1
n#Em

+2 7T(ym - l’n)t]

(28)
I m=1
#“m

M M
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27 ]
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M M
E E (EOI)H(EOZ)MCOS{A‘#/"" +2 Wt(vm - Vn)
N=1 M=1

n=m

n<m

2
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This clearly shows that the fringe model yields the same
frequencies as those derived by Doppler considerations and
given in equation (21). Section 2 showed that the difference
(£, —n,) vields the fringe system along the x, axis in Fig. 1.
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Fig.2 Complete spectrum of LDA-signal frequencies from multi-axial
mode lasers

The fringe system is crossed by the particles and intensity
variations yield the resultant laser Doppler signals.

3.2 Application to Particle Sizing. It is well known that
the amplitudes of LDA-signals depend on the employed laser
power and on the properties of the photomultiplier used in the
detection optics. Furthermore, the amplitude and modulation
depth of LDA-signals depend on the size of the scattering
particles, the optical properties of the particle material, the
wavelength of the employed laser radiation, the angle between
the two incident light beams, and the size and location of the
receiving aperture. Various authors have employed computer
programs to predict the strength and modulation depth of
LDA-signals on the basis of Mie’s (1980) scattering theory,
e.g. see Dindliker and Eliason [5], Adrian and Early [6],
Cherdron, Durst, and Richter [7]. Comparisons between
predictions and experiments clearly showed that the formula
described by Mie [8] yields correct predictions of amplitude
properties of LDA-signals when correctly applied to both
laser beams of an LDA-optical system and taking into ac-
counts the complete arrangement of the transmission and
recéiving optics, e.g. see Durst and Eliason [9], Durst and
Umbhauer {10}, Adrian and Orloff [11].

The aforementioned investigations clearly demonstrated
that Mie’s scattering theory can be employed to correctly
predict the amplitude of LDA-signals and their dependence on
various influencing parameters. Irrespective of this finding,
simplified models were proposed on the basis of fringes inside
the measuring volume of LDA-systems. The LDA-signal
amplitude was proposed to be proportional to the total light
flux striking a scattering particle, e.g., see Farmer [12], inside
the fringe system. Hence, this model suggests the modulation
depth of LDA-signals to be only dependent on the particle
diameter relative to the fringe spacing. The dependence of the
modulation depth on the optical properties of the particle
material, on the size and location of the light collecting
aperture etc., is not accounted for by this model. This clearly
indicates that its validity is limited to special scattering
properties of particles and to very special optical
arrangements. Nevertheless, its simple explanation of the
dependance of the signal modulation depth on particle size
yielded a wide acceptance of this model as being generally
applicable.

The limitations of the fringe model to predict amplitude
characteristics of LDA-signals have been pointed out by a
number of authors. Durst [13] suggests the fringe model to
only heuristically explain the modulation depth dependence of
LDA-singals on particle size. More detailed considerations are
provided by Adrian and Orloff [11], Robinson and Chu [14]
and Roberds [15] who pointed out the limitations of the fringe
model to predict amplitude properties of LDA-signals. These
authors show that the signal amplitude and signal visibility
can be correctly treated by the fringe model in the scalar.
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diffraction theory limit, but only if the scattered light is
collected in the forward direction with a large light collecting
aperture. Under other conditions, fringe model con-
siderations will yield results that differ from those that are
obtained experimentally.

To quantitatively demonstrate the shortcomings of the
fringe model for predictions of amplitude properties, com-
putations of the visibility of LDA-signals were carried out
using computer program developed by Cherdron, Durst and
Richter [7]. Results are shown in Fig. 4 and 5 for one LDA-
transmission optics, given in Fig. 3, and various detector
aperture locations, o = 0,90 and 180, deg. The results in Fig.
4 and 5 clearly show that large variations in the fringe’
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visibility exist for the various detector locations and also,
fringe visibility is a strong function of the refractive index of
the particle material, This fact is reflected by experimental
results obtained by Stiimke and Umhauer [16] for LDA-
signals. They measured the fringe visibility of various par-
ticles by changing the fringe spacing with respect to a fixed
particle diameter. Their optical system is sketched in Fig. 6
and examples of their results are presented in Fig. 7.

The aforementioned considerations clearly show that any
predictions of amplitude characteristics of LDA-signals from
the fringe model should be handled with care. Predictions will
only agree with the physically correct amplitude properties in
the scalar diffraction limit if large detection apertures are
used for forward scattered light waves.

4 A System for Measuring Properties of Small Par-
ticles

4.1 The Particle Sizing System. Size measurements of
individual particles with instruments based on scattered light
require detailed knowledge of the response characteristics of
the instrument. For accurate size measurements, it is of
special importance that the response curve increases
monotonically with particle size. This requirement cannot be
taken for granted as it is apparent if one considers the
complex spatial intensity distribution predicted by Mie’s
theory, see Kerker [17], van de Hulst [18] for spherical
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particles, see Fig. 8. The complexity of these intensity patterns
readily suggests that, for a given optical system and
polydispersed size distributions, equal amplitude signals may
be recorded for particles of different sizes, see Fig. 9, yielding
severe interpretation problems. However, proper design of
the optical system and the use of white light sources permit
particle sizing instruments to be designed that have
monotonically increasing response curves over a large particle
size range.

In considering the design of optical systems for particle size
measurements, one also has to be aware of the rapid changes
in the scattered light intensity with particle diameter. This
variation is of particular importance in the Rayleigh range («
< < 1) where the scattered light intensity varies with the sixth
power of the particle diameter, X{d) ~dS, see Fig. 9. In this
range particle sizing of polydispersed size distributions
becomes extremely difficult and can only be carried out in
steps using different sensitivities of the photodetector.

As the particle becomes larger, the light intensity tends to
increase less rapidly with particle diameter. This effect can be
seen from Fig. 9 which also indicates that the intensity in-
creases proportional to the square of the particle diameter.
This response characteristic can be readily deduced from
Mie’s theory if the light in the forward scattered light intensity
lobe is not detected or can be neglected with respect to the
total light power collected over the light collecting lens.
Hence, for particles with o > 20, a larger size range can be
covered with a single amplification setting at the
photodetector. ;

Special optical arrangements are needed to yield particle
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Photo -
multiplier

Direction of
incident
radiation

1 0,01 1 100
Fig. 10 Integration over light intensity distribution by finite aperture
g photomultiplier
[
o 0.0,\
z n oy flow direction
@ mask %. e
- 0 . i S
% E Topeat ¢
e it X
k-] \
(&)
w
___objective 11
rvrzﬁg;unng objective |
Ll S condensor lenses

~.

. \ light lenses
(flow system illuminating light beam

Fig. 11 Schematics of particle sizing systems with a 90 deg
illumination and light collecting arrangement

sizing systems with calibration curves that increase
monotonically with particle diameter. This situation is
achieved by selecting particular directions for the light
collecting optics and by integrating over several intensity lobes
of the scattered radiation. In addition, the employment of a
white light source provides an integration effect due to the
presence of a complete spectrum of wave lengths. Light
intensity patterns as indicated in Fig. 10 will result for each
wave length of the spectrum; since these have maxima and
minima of the light intensity distribution at different
locations, the large intensity variations of the individual
patterns are smeared out, to provide a nearly even light in-
tensity distribution across the detector aperture.

Using the above ideas, white light particle sizing systems
can be designed and built as schematically indicated in Fig.
11. Systems of this kind can be combined with laser Doppler
anemometers as described in the following section.

4.2 Integrated Optical System and Data Processing
Electronics. Figure 12 shows that this optical arrangement
uses a combined laser Doppler particle sizing system. The
laser beam is provided by a 5SmW He-Ne-laser mounted on to
the base plate on which the entire optics is connected. The
light beam is split by a beam splitter prism, providing two
laser beams of equal light intensity with a beam separation of
50 mm. These beams are passed through one Bragg Cell to
preshift the laser radiation to provide a direction sensitive
LDA system. The two light beams after the double Bragg Cell
are focused by a single lens element (f = 150 mm) and the
scattered light in the forward direction is dectected by a light
collecting lens (f = 110 mm) and a photomultiplier (EM 9558
B). The output of the photodetector is amplified and then
processed by the electronic system described in Section 3.3 in
order to yield the required velocity information.
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Measuring the instantaneous particle velocity and counting
the particle number penetrating the measuring control volume
per unit time permit the particle volume concentration to be
computed as follows:

Np=AsC,e l{U};] (29)

The relationship expresses the fact that the flow into the
measuring control volume in time dt(see Fig. 13)i.e.,
Sg(qll-[U},-dsdt=Vsdt (30)
will carry ¢, » V, « dt particles. The volume flux ¥, can be
rewritten as the product of the magnitude of the total velocity
vector, 1{U}, |, and area, A, depending on the size and the
shape of the measuring control volume. Introducing time
averaged properties permits the second part of the above
relationship to be written as given in (29), where A depends
not only on properties of the measuring control volume but
also on the structure of the flow.

The particle sizing optics is built around the laser Doppler
optics to make up a compact optical instrument, see Fig. 12.
All components of this instrument are mounted inside a cast
aluminium housing and are assembled as subunits that can be
inserted easily into the housing through openings in the rear
of the optics.

Figure 12 also indicates the location of the white light
source and the optical components used in order to provide a
uniform light intensity distribution at the mask which is then
imaged into the measuring control volume by means of a
microscope objective. An adjustable prism is employed to
provide a beam direction which forms an angle of 45 deg with
the axis of the laser Doppler system. Fine prism adjustments
permit this beam to be accurately passed through the center of
the focussing microscope objective. The prism can be locked
after adjustment and is then insensitive to system vibration.

Construction of the light collection part of the particle
sizing optics is similar to that of the illumination part. It
consists of a microscope objective which collects the scattered
radiation and images the measuring control volume on to a
mask in front of the photomultiplier. For convenience, the
scattered light is also directed through a prism which bends it
by 45 deg and allows the photomultiplier to be located parallel
to the laser and the white light source. An optical filter placed
in front of the photomultiplier prevents the laser radiation
from entering this PM-tube. An interference filter, tuned to
the wave-length of the He-Ne-laser is positioned in front of
the photomultiplier detecting the He-Ne-radiation, as can be
seen in Fig. 12, and ensures optical separation of the size and
velocity information. ’

Figure 12 also indicates, in block diagram form, the dif-
ferent parts of the data processing electronics. The output of
the photomultiplier detecting the He-Ne-radiation can be
processed in various conventional ways using frequency
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analysers, frequency trackers, or frequency counters. The
author’s development aims at the use of frequency counters
since most of the applications envisaged are in the low particle
concentration range where noncontinuous LDA-signals can
be expected.

4.3 Some Applications, The combined instrument to
measure the velocity of particles, size distribution, and local
concentration has been extensively used to study the for-
mation of sprays, to size atmospheric particles, to study
floculations etc. and has performed satisfactorily in air and
liquid systems containing particles. The instrument is set up in
the author’s particle laboratory as a general purpose in-
strument applicable to measure particle velocities, size
distributions and concentrations. As it stands, it is limited to
particle concentrations of less than 5.10!! m~3, to particle
sizes d, < 1077 m, and to particle velocities U, < 25 m/s.
Similar systems are under construction to extend the particle
size range to 700 microns but this inherently reduces the
particle concentration permitted. The extension to higher
velocities does not present any problem.

In order to demonstrate the applicability of the combined
system, measurements of the velocity profile of particles and
their size distribution at the exit of a pipe are given in Fig. 14.
The concentration of particles in this flow was on the order of
10° m~3 and was also obtained from the measurements. It
was found to be constant across the exit of the pipe test
section.

The instrument also was used by Durst and Umhauer [10]
for various particle size measurements and more examples of
size distribution, concentration and velocity measurements
are given in their paper.
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5 A System for Measuring Properties of Large Par-
ticles

5.1 Basic Ideas of Two-Phase Flows LDA-Measurements.
The basic ideas for LDA-velocity measurements in two-phase
flows were brought forward by Durst and Zare (1975) who
showed that the light waves produced by two laser beams,
reflected by the smooth surface of a large body, interfere and
produce fringes in space. The location and shape of the in-
terference pattern is dependent on the arrangement of the
incident laser beams, The shape of the body, and its location.
Furthermore, the rate at which the fringes cross a detector in
space is linearly related to the transverse velocity component
of the reflecting body perpendicular to the symmetry line
between the two incident beams.

(@) Reflecting Spheres. Two laser beams, reflecting from a
spherical particle, interfere and produce a nonlinear fringe
system. The shape and spacing of the fringes are functions of
the angel between the incident laser beams and their wave
length, as well as the sphere size and the direction of ob-
servation. The fringes are, of simple shape, however—
namely, parallel planes—in the backward direction. The
fringe separation distance in this region, for large ratios L/R
and small angles ¢, can be formulated as:

2(L—R)] A
Roecos ¢

Ax=[ 31n

2tan ¢

This relationship indicates that the radius of the sphere R
can be obtained by measuring the fringe distance Ax in the
backward direction. The author has used a double element
photodiode, with elements spaced 2 mm apart, to obtain
information on the sphere diameter through phase
measurements between the two detected signals. Examples of
such measurements are given by Durst and Zaré [19].

Journal of Fluids Engineering

As shown in Fig. 15(a), when the sphere moves across the
two laser beams, the fringes appear to originate from a point
along the direction of one of the beams, move around the
entire space and then disappear into a point along the
direction of the second beam.

The rate at which fringes cross any point, when produced
by a moving nondeformable sphere, is the same at all points in
the surrounding space, and is equal to the rate of fringe
appearance at the source line or the rate of their disap-
pearance at the sink line. The Doppler frequency detected at
the source, resulting from the movement of the sphere, can be
formulated as:

2 (U, cos B+ Uy, sin B) sin ¢
Jo= N

The angle S is a function of L/R and ¢. For large values of
ratio L/R and small angles 8, equation (32) tends toward the
universal equation of laser Doppler anemometry for single
phase measurements. In the case of a deforming particle, the
rate of change of fringes would not remain the same all over
space, and this fact allows measurement of the particle
deformation through the use of proper multidetection
systems.

(32)

(b) Transparent Spheres. As the light beam passes
through a transparent particle, the relative refractive index of
the particle plays a role in the characteristics of the
propagated light. Two cases are distinguishable, Fig. 15(b): (/)
n,/n, < 1; the light propagates from an optically lighter
medium to a denser medium. All of the light incident on the
sphere passes through it and the sphere acts as a positive lens.
An example of this case occurs in the measurements of water
drops falling in air. (ii) n,/n, > 1; the light propagates from
an optically denser medium to a lighter medium. The sphere
acts as a negative lens, and at a certain region total reflection
occurs on the sphere surface. Such a case happens in the
measurement of gas bubble-liquid flows and insoluble liquid-
liquid flows. The partly or totally reflected light from the
interface of the spherical particle can be treated in a manner
similar to part (a) of this section.

When two beams are transmitted through a sphere, the
shape of the fringes produced by the beams is linear in the .
vicinity of the optical axis in the forward direction, and for
large ratios /R and small angles ¢ one may show the fringe
distance to be:

2 L A
ax=[re (B ) L] X
n, R 12n,sing

For constant geometrical and physical conditions, the
fringe distances are functions of sphere radius R. Con-
sequently, spherical particle size measurements can be per-
formed using a double photo-detector.

When transmitted through a moving particle, each of the
beams is refracted at both interfaces (entering and leaving)
and therefore Doppler-shifted twice. The general motion of
the sphere and its surface movements all contribute to the rate
of passage of the interference fringes. For a simple case of a
solid sphere with no rotational movements (so that the four
points A, B, and D in Fig. 15(b) have equal velocities), the
Doppler frequency detected in the forward direction can be

formulated as
2 Ui(sin ¢ —sin B)
fo=—"

For large ratios L/R and small beam crossing angle £,
equation (34) tends towards the universal equation of laser-
Doppler anemometry for single phase movements.

5.2 Optical Systems and Data Processing Electronics.
Continuing the work by Durst and Zaré [19] the author and
his collaborators have pursued the development of suitable

(33)

(34
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optical and electronic systems to carry out LDA-
measurements in particulate two-phase flows. This
development work resulted in two systems that are presently
in use at the Sonderforschungsgereich 80 at the University of
Karlsruhe. They represent extensions of LDA-systems that
have been built for single-flow measurements. Figures 16 to
19 show the appropriate optical and signal processing systems
in the form of diagrams. These diagrams show automatic
filters banks which are used in conjunction with amplitude
discriminators in order to separate those signals that are
obtained from the small particles in the fluid and from the
large particles.

The aforementioned filter banks have been designed for
LDA-measurements in sirnigle-phase flows and have been
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extended to two-phase flow applications as described by Durst
and Heidbreder [20]. These filter banks consist of 15 band
pass filters that permit automatic selection of the optimum
filter for LDA signals within a range between 500 Hz and 50
MHz. An internal logic uses the output of the filters in order
to select the optimum filter. This yields filtered signals as
indicated in Fig. 20. This figure shows that signals of very low
signal-to-noise ratio are recognized by the filter logic and that
correct decisions of the optimum band pass filter are made.
As pointed out by Durst and Heidbreder [20], LDA-optical
and electronic systems for single-phase flow measurements
can be extended for two-phase flow applications. In par-
ticulate two-phase flows, signals are obtained that differ in
amplitude and modulation depth dependent on whether they
are obtained from small paticles that follow the fluid motion
or whether they are recorded from large particulates. The
signals indicated in Fig. 21 and Fig. 22 demonstrate the
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Fig. 21 Typical signals from particular two-phase flow system
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separation of the signals by amplitude discrimination and
filtering. This sequence of signals indicates the functioning of
the amplitude control in the electronic system given in Fig. 7
and also shows the functioning of the automatic filter banks
A and B to produce the resulting signals d and e. These signals
can be processed to obtain local information on the velocity
fields of the two phases. In addition to the amplitude
discrimination, the signals from the two photo-diodes are
used to separate the signals of large and small particles. The
combined usage of the amplitude discrimination and the
photo-diodes permits the cross talk between signals from the
small and large particles to be reduced.

In order to test the signal processing electronics, simulated
signals were applied to the input of the signal processing
systems. Such simulated signals are shown in Fig. 23 and
consisted of bursts of different frequencies but of equal
amplitude. In such a case, the amplitude discriminator would
not be able to distinguish between the contributions from the
two phases but the employment of the automatic filter banks
in a so-called ‘‘slave-operation’”’ permits the two con-
tributions to be separated. It is only the employment of
different controls like the amplitude discriminator, ‘‘slave-
control”’ of the filter bank, photodiodeselection control, etc.
that permits the cross talk between signals from small and
large particles to be reduced. ‘

Journal of Fluids Engineering
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Fig. 23(a) Simulated two-phase flow signals; bursts of different,
frequency

Fig.23(b) Output of automatic filterbank A

Transient
Recorder

Fig. 24 Schematic of optical system and data recording for model
two-phase experiment

5.3 Some Applications. The processing of laser-Doppler
signals by digital computer became possible with the
development of high speed analog-to-digital converters with
storage capability and with digitizing rates of 100 MHz and
faster. Devices of this kind permit Doppler bursts to be
digitized and stored with sufficient accuracy to allow Doppler
frequencies to be calculated by digital computers following
the a-d-converter. The evaluation of the Doppler frequency
from the recorder signals is controlled by software programs
and, hence, differences in signal qualities can be accounted
for easily by introducing suitable data validation schemes.

The a-d converter which was used .in the present study was
the 8 bit “‘Biomation Transient Recorder’’ model 8100. This
model is particularly suited to record signal bursts as obtained
in laser-Doppler anemometry because of its ability to operate
in a ‘“‘delayed-trigger’’ mode which allows the recording of the
signals that occur prior to the triggering event. Hence, the
recorder can be triggered on the high amplitude peaks in the
center of the Doppler bursts and still record the entire bursts
in the 2048 word memory of the transient recorder. The
Biomation 8100 also offers input attenuation and am-
plification, and proper adjustment of these input parameters
of the transient recorder permits optimal usage of the 8 bits of
amplitude resolution.

In the present investigations, the contents of the 2048 word
memory were transferred directly to the core memory of an
available Hewlett Packard computer (HP 2116C). Once in the
core, the data either can be directly analyzed (on-line
operation) or stored on disk for further processing to obtain
information on the Doppler frequency. Reading the data in
and storing them on disk can be carried out at approximately
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Fig. 25(a) Laser-doppler signals from the two photomultipliers of the
optical arrangement shown in Fig. 24

Fig. 25(b) Signals from photomultipliers: photomultiplier 1 shows the
signal from small silicon oil particles, whereas no signals on

photomultiplier 2

Fig. 25(c) Signals form photomultipliers: no signals are shown on
photomultiplier 1 when the sphere penetrates the measuring control
volume. Photomultiplier 2 shows the LDA-signal obtained from the
sphere.

1000 words/s (5 complete memories), and the on-line
processing rate depends entirely on the evaluation method
used, as discussed by Durst and Tropea [21]. If the entire 2048
word memory is not required for analysis then a smaller
portion of it may be read, thus allowing more Doppler bursts
to be scanned per second. However, this modification means
fewer points to describe the Doppler bursts and its application
is therefore restricted to the processing of good quality
signals.

During several stages of their experimental program, the
author and his collaborators have verified the correct func-
tioning of the optical and electronic systems of their two-
phase flow LDA-instruments. Such verifications are best
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carried out in simple two-phase tlows and/or simulated flows
that can be set up to emphasize particular features of the more
complex flow situations in which the final instruments have to
be applied. The present section describes examples of such
verification experiments that clearly demonstrate the correct
functioning of the two-phase flow LDA-systems described in
this paper.

5.3.1 Model-Two-Phase-Flow. The present section
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describes a model two-phase flow situation that was set up in
the way proposed by Durst and Zaré {19]. This model two-
phase flow is shown schematically in Fig. 24 and consists of a
low velocity air jet. The second phase, i.e., the large particles
in the flow, is simulated by a highly reflecting steel sphere
which is made to swing through the measuring control
volume. The optical and electronic system tested in this
particular flow situation are also shown in Fig. 24 and are
self-explanatory.

Figure 25(a) shows the signals that were recorded by the two
channels of the transient recorder and replayed onto a scope
for photographing purposes. The two signals originating from
the airflow and the reflecting spheres are given on the scope
display and it is shown that the signal from the airflow is
interrupted when the signal from the reflecing sphere is
displayed. There is a time gap between the signal from the
small particles in the fluid and the large particles which is due
to the spatial displacement between the two photodetectors
used to record the signals; when the reflecting spheres enter
the measuring control volume, it interrupts the signal on the
first photodetector but some time is required until the moving
fringe pattern has reached the second detector.

Figures 25(b) and (c) show the same signals as provided in
Fig. 25(a) but with a higher time resolution on the transient
recorder. It can be seen clearly that there is no signal from
small particles in the air flow when the signal from the
reflecting sphere is recorded and vice versa. This clearly
demonstrates that the electronic system is able to separate the
information from the two phases simulated in this way. There
can be cross talk between the channels, however, if the
particles do not move through the center of the measuring
control volume but only touch the two laser beams. The
combined usage of the automatic filterbank and the
photodiode control circuit helps to avoid this kind of
crosstalk. Nevertheless, more development work is required
to improve the signal separation in complex flow cases.

5.3.2 Turbulent Pipe Flow With Solid Particles. As a
further demonstration that LDA-measurements can be
carried out in particulate two-phase flow systems, the present
section describes measurements in a turbulent air flow with
solid particles of different diameters. These measurements
were performed in the test section shown in Fig. 26. It consists
of a vertical pipe flow test section through which was driven
filtered air supplied from a regulated pressure system. The
supplied air contained enough particles to measure the air
flow in the vertical glass tube so that no seeding problem
existed. Glass particles of different diameters were added to
this air flow via a venturi orifice that supplied the subpressure
to suck the particles into the flow. A wire mesh and a flow
straightener ensured an equal distribution of the particles and
also helped to regulate the disturbed flow from the venturi
orifice. A cyclone at the end of the test section separated the
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solid particles from the air flow and re-used these as indicated
in Fig. 26. Particles of diameters d; = 100 pm, d, = 200 um,
d; = 400 ym and d; = 800 um were employed in the present
experiments.

Figure 27 shows examples of the results obtained in the
aforementioned test section. Mean velocity distributions are
shown across the entire test section for the air flow and the
stream of suspended particles. The increasing velocity dif-
ference between particles and the fluid with increasing particle
diameter is clearly given. With increasing particle diameter,
the particle velocity profile becomes constant across the pipe
diameter. At smaller particle diameters, the results show
lower mean velocities of the particle in the center of the pipe
but higher velocities at the pipe walls. This seems to indicate
that the action of turbulent flows on solid particles shows
basic differences that are dependent on the particle diameter.
This is presently under study by the author and one of his
colleagues, Professor R.S.L. Lee, State University of New
York at Stony Brook.

Figure 28 shows the effect which solid particles have on the
properties of the air flow. The velocity profiles for the axial
velocity fluctuations are shown in this figure with and without
particles. With particles, the mean velocity profile flattens in
the center of the pipe but becomes steeper in the region near to
the wall. The figure also shows that the turbulence intensities
in the air flow are increased due to the particle motion. These
are typical results for large particles. For small particles,
reversed actions can be observed.

6 Conclusions and Final Remarks

A summary of developments in the field of laser Doppler
anemometry was given with particular attention to combined
systems that permit particle velocity, size distributions and
concentrations to be measured locally. For small particles in
the size range up to 10 microns, a combined system was
described that utilizes a white light particle sizer and a laser
Doppler anemometer to obtain information on particulate
flow fields. In this size range, the particles are sufficiently
small to follow subsonic flow and, hence, fluid measurements
can be carried out with an instrument of this type. The
combined measurements of size and velocity also permit
correct measurements of fluid velocity; only those velocities
are taken for measurements which were obtained from
sufficiently small particles to follow the flow.

The fringe model has been used extensively in laser Doppler
anemometry to reduce the frequency of LDA-signals. In
addition, it has been employed to yield the evaluation
equations for the modulation depth of LDA-signals and their
dependence on the particle diameter. The present paper points
out that this deduction is incorrect. The fringes do not exist in
the measuring control volume as far as the scattering action of
the particle is concerned. Postulating their existence. is
equivalent to attributing the properties of the photodetectors
to the properties of the scattering particles.

The extension of laser Doppler anemometry to measure the
velocity and size of large particles has been described and
verification experiments have been given. Optical and elec-
tronic systems have been introduced that permit such

measurement to be carried out for complex particulate two-

phase flows.
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REVIEW—Numerical Models for
Dilute Gas-Particle Flows

C. T. Crowe

Washington State University,
Pullman, Wash. 99164

The rapidly increasing capability of computers has led to the development of
numerical models for gaseous flows and, in turn, gas-particle and gas-droplet

Sflows. This paper reviews the essential features of gas-particle flows from the point
of view of model development., Various models that have appeared for one-
dimensional and two-dimensional flows are discussed. The advantages and
disadvantages of the trajectory and two-fluid models are noted.

Introduction

Dilute gas-particle flows are found in many industrial
applications such as cyclone separators and classifiers,
pneumatic transport of powder, droplet combustion systems,
spray drying and cooling, as well as sandblasting. Gas-particle
flows are characterized by coupling between phases. For
example, a spray, issuing into a hot gas stream, exemplifies
thermal coupling through heat transfer to the droplet,
momentum coupling through aerodynamic drag responsible
for droplet motion, and mass coupling through evaporation.
Inclusion of these coupling mechanisms complicates the
analysis of gas-particle flows.

Another difference between the flow of a single phase and
gas-particle! flow lies in the mechanism of information
transfer between the elements of the particulate phase. There
is no analog for pressure in a particle cloud and no in-
formation transfer between particles except through the
conveying phase. These peculiarities affect the development
of numerical models for gas particle flows.

The purpose of this paper is to define the significant
nondimensional parameters relating to dilute gas-particle
flows, to point out physical features germaine to model
development and, finally to review some of the models which
have appeared in the literature.

Characteristics of Gas-Particle Flows

The relative volume and mass of a component in a gas-
particle mixture are quantified by the volume fraction and
bulk density. Specifically, the volume fraction is the volume
of a phase (gas phase, for example) per unit volume of
mixture. The bulk density is the mass of a phase in the mixture
per unit volume of mixture. The volume fractions of each
phase sum to unity while the sum of the bulk densities yields
the density of the mixture. The ratio of the bulk density of the
particles to the bulk density of the gas is the loading, which is
simply the ratio of the mass of the dispersed phase to the mass
of the conveying phase in a mixture.

'In this paper, ‘‘gas-particle flow”’ refers to the flow of a gas particle or a
gas-droplet suspension.
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For pneumatic transport of coal in a pipe with average
loading of unity, the volume fraction of particles is .001 so the
corresponding volume fraction of air is .999. Under these
conditions, one can assume the bulk density of the air is equal
to material density of the air. This assumption is generally
true for dilute gas-particle flows.

In order to define properties such as density, it is necessary
to take average values over a volume. The definition of
density in a continuum is the limit of the ratio of mass per unit
volume as the volume approaches zero. That is, density is
defined at a point. In a real gas, the limiting volume must
contain a sufficient number of molecules to yield a stationary
average. A volume containing 10* molecules will ensure a
variation of less than 1 percent [1]. For a gas at standard
conditions this volume would be a .1 micrometer cube. For
the majority of applications this dimension is many times
smaller than the characteristic flow dimension so the volume
may be regarded as a ““point’’ and the gas treated as a con-
tinuum,

In order to define properties in a gas-particle mixture, the
limiting volume must be large enough to contain sufficient
particles for a stationary average. For coal particles
suspended in air with a loading of unity, the side of a cube
which would contain 104 particles would be L/D ~ 10? where
L is the cube dimension and D is the particle diameter. For
100 micrometer particles, L would be approximately one
centimeter. Thus, the particle cloud could not be treated as a
continuum in a flow system of comparable dimensions. The
use of differential equations to relate property changes of a
particle cloud (and mixtures) through application of the
conservation equations would be cautioned in this situation

2.

Dilute Versus Dense. A dilute gas-particle flow is a flow in
which the particle motion is controlled by local aerodynamic
forces. In a dense gas-particle flow, particle motion is
governed by pariicle-particle collisions. The delineation
between dilute and dense flows is qualitatively established by
the ratio of aerodynamic response (74) time to the time
between collisions (7). The aerodynamic response time is the
time required for a particle, released from rest in flowing
stream, to achieve 63 percent of the free stream velocity.
Thus, if 7,/7¢ < 1, a particle has time to respond to the local
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gas velocity field before the next collision so its motion is
dominated by aerodynamic forces. This condition constitutes
a dilute flow. On the other hand, if 7,/7, > 1, the particle
has insufficient time to respond to aerodynamic forces before
the next collision so the particle motion is collision controlied
and the flow is dense.

The dilute (or dense) nature of the flow will obviously
depend on loading, with decreased loading leading to a dilute
flow. In addition, the time between collisions depends on the
mechanism responsible for developing a relative velocity (and
thereby the potential for collision) between particles. In a gas-
particle flow through a venturi, the smaller particles will
accelerate more readily than the larger particles as the flow
proceeds from the pipe to the throat region. Thus, a relative
velocity between particles of different sizes is created by the
response of particles to a gas velocity gradient. This particular
example is analyzed in reference [3] in which it is demon-
strated that the 7,/ 7. ratio depends on loading, gas velocity
gradient and the spread (standard deviation) of the particle
size distribution.

Information Transfer. Another important difference
between a continuum and a dilute particle cloud is the
mechanism for information transfer. In a continuum, in-
formation is transmitted by pressure waves; that is, through
molecular interaction. Also, information is transmitted by
property diffusivity such as viscosity and thermal con-
ductivity. In a dilute particle cloud, there is no analog to
pressure and particle information is not transmitted by
particle-particle collisions but only along particle trajectories.
This particular feature leads to the predominantly parabolic
nature of the equations for dilute particle clouds. The dif-
fusivity of the properties of particle clouds is primarily due to
the turbulence effects produced by the conveying phase
which, at the present time, are not well understood.

Stokes Number. An important parameter in classifying
special cases for numerical, as well as analytic, solutions is the
Stokes number. The Stokes number is defined as the ratio of
the aerodynamic response time to some characteristic time for
the flow system, such as a nominal length divided by a gas-
phase velocity. The Stokes number, then, is

St=714/15

where 7y is the flow system time. If the Stokes number is very
small, the particles have ample time to respond to property
changes in the conveying phase. In this case, one may assume
that the particle velocities and temperatures are equal to those
of the conveying gas and treat the mixture as a single-phase
flow with modified properties. On the other hand, if the
Stokes number is very large, then the particles are not able to
respond to changes in the gas flow and the mixture may be
treated again as a single-phase flow but with a distributed
resistance and thermal source. Numerical methods applicable
to single phase flows can be applied to these limiting cases.
Another special case is low loading in which the presence of
the particles does not change the velocity or temperature fields
of the conveying gas, but the conveying gas is responsible for

the particle trajectories and property changes along trajec-
tories. This condition is identified as one-way coupling.? The
assumption of one-way coupling was used frequently in the
early numerical and analytic models for gas-particle flows.

Two-Fluid Equations. One approach in modeling gas-
particle flows is to start with the ‘‘two-fluid”’ equations. The
two-fluid approach is to regard the conveying and particulate
phase as two interactive fluids in much the same way as one
would regard the two species of a flowing binary mixture. The
two-fluid equations are obtained by averaging the con-
servation equations over a volume (as discussed above) and
expressing the equations in differential form.

The continuity equations are similar to those for the flow of
a single phase with the exception of source terms which
represent mass exchange between phases. These equations for
a single particle size in steady flow are [4]

a(p,’,v,-)/axi == Sm (1)
for the particulate phase and
a(pg’ui)/axi = Sm (2)

for the continuous phase where p, and p; are the bulk den-
sities of the particle and gas phases, v; is the particle phase
velocity and u; is the gas phase velocity. The term S,
represents the mass addition to the continuous phase per unit
volume of mixture caused by such phenomena as evaporation
and burning. These equations do not include particle
dispersion due to turbulence.

An alternative form of the continuity equations is to use the
volume flow rate of the fluid instead of the mass flow rate as
the dependent variable. In this manner, the continuity
equation for the particle phase becomes

A, 0;,)/ 0x;= =S, 3)

when a, is the volume fraction of the particulate phase and S,
is the volume source to the gaseous phase per unit volume of
mixture.

The corresponding two-fluid momentum equations for a
dilute gas-particle flow are (4)

p[;UjaU,/an =f} (4)
for the particles and
pald;0U;/0x; = — 3P/ 3x; — 8, (U; — v)) + 0(7,,5)/ 3x; — f; ®)

for the gas phase where f; is the aerodynamic force (including
the force due to gas pressufe gradient) on the particle cloud
per volume of mixture and P is continuous phase pressure.
7, is the net shear stress tensor for the continuous phase.
Body forces, such as gravity, are not included. One notes the
absence of a ‘‘particle pressure” in the particle phase
equations. Also, there is no equation of state for the particle
cloud as there is for the conveying gas phase. In fact, the
particle cloud is analogous to compressible fluid with no
equation of state.

Several derivations of the two-fluid equations have ap-

2 This condition is frequently used in the literature to classify dilute flows.

Nomenclature
D = particle diameter S, = gaseous volume source per
E = error in volume fraction unit volume of mixture
F,G,H = dependent variables in u; = gas-phase velocity o, = bulk density of particle
conservative formulation of v; = particle-phase velocity o; = bulk density of gas
equations x; = distance vector 74 = aerodynamic response time
L = cubedimension o, = volume fraction of par- 7c = time between particle-
P = pressure ) ticulate phase particle collision
S,, = gaseous mass source per a, = volume fraction of gaseous 7¢ = flow system time
unit volume of mixture phase T, = netgas shear stress tensor
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peared in the literature. The equations cited most frequently
are those presented by Drew [2] and Ishii [5]. Other
derivations include those by Soo [6], Nigmatulin [7] and,
more recently, Immich [8]. The resulting equations differ in
various ways such as the formulation for the pressure gradient
term, the nature of the momentum source terms and the
convection terms for particle momentum. Arguments over the
correct form of these equations persist in the literature. Many
of the formulations include a shear stress term of the particle
cloud although no general constitutive equations relating
stress and flow properties have yet been developed. Numerical
models based on the two-fluid equations generally do not
include shear stress for the particle cloud. Either it is simply
neglected or arguments are made that it is unimportant.
Presently there is no quantitative justification for excluding
this term, especially near a boundary where the particle can
exchange momentum with the wall.

Numerical Models

The early models developed for gas-particle flows were
based on one-way coupling. The assumption of one-way
coupling is generally valid if the loadings are low (less than 10
percent). These models require the specification of the flow
field for the conveying fluid either from experimental results
or from the results of a numerical or analytic model. Particle
trajectories are calculated by integrating the particle motion
equations as the particle proceeds through the flow field.
Mass and temperature history along the trajectory may also
be calculated by integration of the appropriate rate equations.
One-dimensional models with one-way coupling have ap-
peared in the literature for a wide variety of applications from
spray drying [9] to performance of a venturi scrubber [10].
Numerous two- and three-dimensional models also have
appeared for several applications such as cyclone separators
[11] and turbine blade erosion [12]. Recently Laitone [13] has
used the flow field generated by the discrete vortex method
for unsteady flow over a cylinder to calculate particle
trajectories in the wake of a cylinder. The implementation of
such models is, in principle, straightforward.

Interactive coupling in which the mutual effects of both the
particles and gas are included is referred to as “‘two-way”
coupling. The majority of the discussion in this paper focuses
on models which incorporate two-way coupling.

The parabolic nature of the particle cloud suggests
numerical solutions based on marching techniques as most
appropriate for the integration of the particle cloud
equations. Such techniques are also used for the solution of
unsteady compressible flows and two dimensional steady
supersonic flows. In these cases marching techniques for each
phase can be combined to yield a numerical model for the gas-
particle mixtures.

Two-Dimensional Supersonic Gas-Particle Flows. The
method of characteristics is well established for supersonic,
two-dimensional flows. Pairs of characteristic lines are drawn
from an initial line, as shown in Fig. 1. The compatability
conditions between the dependent variables yield the values of
the dependent variable at the points where the characteristic

lines cross. The particle trajectory simply constitutes a third

characteristic. The integration of the equations for particle

Journal of Fluids Engineering

properties along the trajectory yields the particle com-
patability condition which, combined with the gas-phase
compatability conditions, yields the gas and particle
properties at the intersection point. This approach was first
used by Kliegel [14] in the analysis of gas-particle flow in
rocket nozzles. It has been, and continues to be, used in the
optimal design of rocket nozzles.

Another numerical scheme for supersonic gas-particle flows
has been recently developed by Dash and Thorpe [15].. In this
case the two-dimensional flow equations are written in
conservative form amenable to Lax-Wendorff methods;
namely,

OF/3¢+0G/dn+H=0 (6)

where F and G are variables representing combinations of gas
flow properties and { and 5 are the marching and transverse
directions respectively. The effects of the particles are con-
tained in the term H. The particle cloud equations are also
written in conservation form. For example, the F and G for
the gas continuity equation are the component mass fluxes
and H is the mass addition term due to the particles. The
momentum and energy equations are written in the same
form. The coupled system of equations are solved using the
two-step explicit MacCormack scheme [16]. The advantage of
this approach is that the calculation can be extended through
shock waves due to the conservative formulation of the
governing equations.

One-Dimensional Unsteady Flows. In principle, the same
approach based on the method of characteristics for super-
sonic steady flow can be used for compressible, unsteady one-
dimensional flows. Recently, Low et al. [17, 18] used the
method of characteristics for one-dimensional air-droplet
flow with the intention of modeling charge transport into the
cylinder of a spark ignition engine. Besides the gas flow
characteristics and the particle trajectories, Low et al. used
the gas-phase streamlines to obtain the entropy and mole
fraction of fuel vapor.

Marching solutions based on Lax-Wendorff formulations
have been used for unsteady steam-water flow in a Laval
nozzle [19]. In this case the equations are the same form as.
equation (1) with the independent variables being space and
time. The calculations were continued until steady flow was
achieved in order to compare the numerical predictions with
experimental results. Reasonably good agreement was ob-
tained.

Marching solutions encounter difficulties when the con-
veying fluid becomes incompressible and information is
transmitted in the continuous phase instantaneously in all
directions. The characteristic lines collapse onto the spatial
coordinates and the technique becomes inoperative.

One-Dimensional Steady Flows. Several numerical models
have been published for one-dimensional, and quasi one-
dimensional steady gas-particle flows. In this case, in-
formation is confined to travel in one direction only, and
solutions can be obtained by integrating the governing
equations in this direction. This approach was used by Kleigel
[20] in 1961 to model gas-particle flow in a Laval nozzle. The
equations for the particles and the gas were integrated ex-
plicitly accounting for momentum and thermal coupling. The
correct initial conditions were unknown apriori so the up-
stream velocity was varied until the solution proceeded
smoothly through the sonic region near the throat. This
technique was used extensively [21, 22, 23] to predict per-
formance loss due to particles in rocket exhausts and as
starting conditions for the method of characteristics solution
in supersonic diffusers [4].

An implicit formulation for gas-particle flow in venturis
has been developed by Sharma [24]. In this case the equations
are written in conservative form for the gas using mass flow,

SEPTEMBER 1982, Vol. 104/ 299

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



n

B e

' I

Pw 1Y [Pp 1Y

] T

| ]

y : l

! v, |
| S

N B
_._Us PS
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momentum flux plus pressure, and total energy flux as the
dependent variables. The mass, momentum, and energy
coupling terms due to the particles appear as source terms to
the gaseous phase. The procedure for each computational cell
begins by assuming a downstream pressure and solving for the
primitive gas variables, including the pressure, and particle
properties at the downstream station. The calculated pressure
is used as a new estimate and iteration continues until the
pressure converges within acceptable limits. This scheme is
conceptually simple and computationably efficient. The
results show good agreement with experiment.

A quasi one-dimensional numerical model for gas-particle
flow which is based on a system of equations for the entire
field and solved using relaxation methods has been developed
by Baghdadi [25]. This model is the one-dimensional analog
of the multidimensional model proposed by Spalding {26] and
discussed more fully in the following section. This model was
applied to gas-particle flow in a venturi as studied by Sharma
[27] and good agreement with experimental data is reported.
The calculation, however, was limited to one particle size. The
question as to the adequacy of an ‘‘average’’ particle size to
represent a distribution of sizes was not addressed.

Two-Dimensional Subsonic Flows. In order to review two-
dimensional models for gas-particle flows, it is helpful to
make a cursory summary of numerical models for single-
phase flows. Basically, two approaches have been used to
model the flow of single-phase fluids; the vorticity-stream
function and primitive variable approach.

The vorticity stream function approach was popularized by
Gosman et al. [28] in 1969. The governing equations are
formulated using vorticity and stream function as the
dependent variables which reduces the number of equations
by one and eliminates pressure as a dependent variable. The
equations are written in finite difference form using upwind
differencing and solved by relaxation techmiques such as
Gauss-Seidel successive substitution. This approach has the
advantage of eliminating the troublesome variable, pressure.
However, the numerical scheme has characteristically slow
convergence because of coupling of the boundary conditions.
Also the scheme is at a disadvantage for applications where
pressure is required, such as modeling compressible flows.
For these reasons, the vorticity stream function formulation is
used infrequently.

The primitive variable approach uses velocity and pressure
(as well as density, temperature, etc.) as the dependent
variables. The fact that a pressure gradient is primarily
responsible for fluid motion leads to a technique whereby the
pressures and velocities are not defined at the same, physical
locations. This leads to the ‘‘staggered grid’’ arrangement or
designating the velocity field by fractional indices. Consider
the grid system shown in Fig. 2. The x and y component of
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Fig.3 Flow diagram for two-fluid models

velocities are defined midway between grid lines and pressures
are defined at the nodal points. The pressure gradient between
a pair of nodal points is responsible for the motion of the
fluid at the midnodal points. The velocity component at the
point w, for example, can be obtained by writing the
momentum equation in finite difference form as a function of
the pressure pair and the neighboring velocities,

Uy =f(Pp»Pw7 un) Q)

where u, represents the velocities surrounding the point w.
The effect of a pressure change on the velocity is ap-
proximated by the first term of a Taylor series expansion

Uy =y, +(3u, /0P, ) AP, + (3u,, /3P, )AP,, @

where u}, is the previous velocity. Applying this equation to
the velocity components surrounding a computational cell
(dotted line in Fig. 2) and setting the net mass flux equal to
zero (for steady flow) yields an equation for the pressure
change. Thus the continuity equation is replaced by an
equation for pressure change. The algebraic difference
equations for velocities and pressure are solved by relaxation
methods reflecting the elliptical nature of the governing
equations. This approach was originated at Los Alamos
Scientific Laboratories [29] and utilized in different forms in
subsequent numerical models developed by others. This is
known as the SIMPLE algorithm [30, 31] in the programs
developed at Imperial College in London.

One notes that, independent of the approach used,
relaxation methods are employed to solve the gas flow field
which contrasts with the marching methods natural to
solution of particle cloud equations.

There are basically two schemes that have been used in the
literature to model two-dimensional subsonic gas-particle
flows; the two fluid method and the trajectory method.

Two-Fluid Model. The basic equations, or equations
similar thereto, used for the two fluid models are equations
(1) through (5). The approach developed by Harlow and
Amsden [32] is to manipulate the momentum equations into a
form to yield the component mass fluxes. These mass fluxes
are then incorporated into the continuity equations for each
phase to yield a ‘“‘mass residue.”” A mass residue of zero
signifies continuity is satisfied. These mass residues are then
used in a Newton-Raphson formulation to increment pressure
in the same manner as for single-phase flows. The volume
fractions of each phase are then adjusted to locally equilibrate
the pressure. Lee [33] has used this scheme with some
modifications, to model the impingement of a steam-water jet
on a flat plate. He reports good agreement between predicted
and measured stagnation pressures although stability
problems were encountered for weak momentum and thermal
coupling.

A somewhat similar approach to modeling gas-particle
flows has been developed by Spalding [26]. The volume
formulation of the continuity equation, equation (3), is
written in finite difference form using upwind differencing to
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yield the volume fraction of each phase. The ‘‘volume
residue’” is then calculated in each computational cell;
namely.

E=1-oz—ay &)

when o, and «, are the volume fractions of the gaseous and
particulate phases, respectivley. This equation is subjected to
a Newton-Raphson procedure to yield an equation for
pressure change analogous to that used for single phase flows.
A simple flow diagram outlining the steps in the two-fluid
model is shown in Fig. 3. Repeated iterations continue to
update the velocities and volume fractions until £ becomes
acceptably small. If there are several particle sizes being
considered, the volume fraction of the particulate phase is the
sum of the volume fractions of each size class. Pun [34] has
applied this scheme to predict the raindrop field produced by
flow over an obstacle.

Recently Di Giancinto et al. [35] have presented a
numerical model for gas-particle flow through a constriction
(like an orifice) based on the two-fluid equations. The time
unsteady equations were used and integrated implicitly to
yield gas and particle phase velocities and particle volume
fraction. Gas phase pressures were determined by an iteration
over relaxation scheme which updates the velocities as well.
The method appears very similar to that developed by Harlow
and Amsden [32] but specialized to dilute flows. The steady
flow solution is obtained by performing the integration until
the flow field fails to change with time. The calculations were
performed with a single particle size. The stress term for the
particle cloud is discarded because the authors argue that it is
negligible for dilute flows.

Chang [36] has also used the unsteady two-fluid equations
in conservative form and MacCormack’s scheme [16] to
predict gas and particle fields in planar and axisymmetric
nozzles. Using a body-fitted coordinate system, he was able to
obtain solutions for submerged nozzles and for nozzles with
small radii of curvature. The calculations were limited to
single-size particles but the scheme appears to have con-
siderable potential for solving complex gas-particle flow
fields.

Although the two fluid models applied to dilute gas-particle
flows have the advantage of using numerical procedures
already established for single-phase flow, there are some
difficulties. The use of upwind differencing introduces
numerical diffusion which requires the use of finer grid
spacing (more expensive) for control. When treating more
than one particle size, one must regard each size category as a
separate fluid which demands considerably more computer
storage. It has also been found that prohibitively small time

steps must be used when strong gas-particle momentum

coupling is encountered.
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Trajectory Models. The other approach to modeling gas-
particle flow 1is the trajectory approach pioneered at
Washington State University [37] in 1972. This approach,
called the PSI Cell (Particle-Source-in-Cell) model [38], is
based on treating the particles as sources of mass, momentum
and energy to the gaseous phase. A single flow diagram for
the method is illustrated in Fig. 4. The procedure begins by
solving the gas flow field using a numerical scheme [30]
developed at Imperial College in London. The first
calculation assumes that no particles are present in the flow
field. Particle trajectories, and the mass and temperature
history on each trajectory, are then calculated through the gas
flow field. The particle properties on crossing the boundaries
of computational cells yields the mass, momentum, and
energy source terms for the gas in each cell. The gas flow field
is recalculated, incorporating these source terms. New
trajectories are calculated and source terms reevaluated. The
process is continued until the flow field fails to change with
repeated iteration.

This approach incorporates the most natural com-
putational scheme for each phase, namely, a relaxation
method for the continuous (gas) phase and marching method
for the dispersed (particle or droplet) phase. Thus, the elliptic
nature of gas flow and the parabolic nature of the dilute cloud
equations are retained. This approach was originally used for
gas-particle flow in a cyclone separator [39] with the vorticity-
stream function formulation. Since then the scheme has been
used extensively with the TEACHT code [30], which uses the
primitive variables, and has been applied to several problems
such as spray drying (40), fire suppression [41], liquid fuel
combustors [42] and pneumatic transport [43]. A similar
scheme has been used by Palaszewski et al. [44] to model
spray units,

One interesting feature of the trajectory approach is the
absence of numerical diffusion of the particle cloud. In fact,
this feature turns out to be a shortcoming of this approach.
There are two methods by which particle dispersion due to
turbulence can be modeled. One technique, pioneered by
Jurewicz [45] and subsequently utilized by others [46, 47], is
to use an effective diffusion velocity (or diffusion ‘‘force’) in
the particle motion €quation which is dependent on the
particle concentration gradient. An effective diffusion
coefficient must be chosen for which no reliable information
is currently available. Even though this approach has the same
problem as the two-fluid model; that is, the choice of an
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appropriate value for the effective diffusion coefficient, it
does preserve the parabolic nature of the particle cloud.

Dukowicz [48] has extended the SOLA code developed by
Los Alamos [32] for single-phase gas flows to treat gas-
particle flows using the trajectory approach. The model was
applied to liquid fuel sprays. The droplets were treated in a
Lagrangian fashion by integrating the droplet motion
equations to locate new positions as a function of time. By
time splitting, the droplet-gas coupling phenomena is carried
out noniteratively. Particle dispersion due to turbulence is
modeled by diffusion “‘force” requiring selection of a dif-
fusion coefficient. Good agreement with measured and
predicted fuel spray penetration was achieved although mass
coupling was not included.

Two-dimensional models [49, 50] of gas-particle flow in
electrostatic precipitators have also treated particle dispersion
due to turbulence as a Fickian diffusion process. These
models are based on ‘‘one-way’’ coupling (which is valid for
the low loadings characteristic of electrostatic precipitators)
with the mean particle velocity field differing from the gas
flow field by the drift velocity due to the Coulomb force.
Some questions have existed for the appropriate formulation
for the concentration boundary conditions [50].

The selection of appropriate diffusion coefficients and
boundary conditions must await an improved understanding
and mathematical description of the turbulence-particle
interaction. Such studies are currently underway by Reeks
[51] and others.

The other technique is based on the Monte Carlo method in
which the turbulent gas flow field is modeled as a steady flow
plus a random velocity fluctuation [52]. Many particles must
be used to simulate the cloud, requiring extensive run time.
Provided the turbulent field is adequately modeled, this
procedure precludes the need for an effective diffusion
coefficient.

A point of interest with regard to the two-fluid and
trajectory approaches to modeling gas-particle flows lies in
the nature of the equations. The incorporation of particle
diffusion (and/or viscosity) into the steady two-fluid for-
mulation for the particle cloud changes the equations from
parabolic to elliptic. This means that the solution to the
particle cloud equations becomes a boundary value problem
which is in contrast to the basic nature of particulate motion.
Also, this means that a particle ‘‘viscosity”’ must be defined
for the motion of a particle cloud adjacent to a wall and the
particle velocity at the wall (slip velocity) must be established.
The trajectory approach, on the other hand, preserves the
basic nature of the particulate flow and poses no problem
with boundary conditions (rebounds or sticks) provided
particle rebound information is available.

A vivid contrast between the two-fluid and trajectory
models is provided by the problem shown in Fig. 5. Assume a
stream of particles is emitted from a vertical source. Two
possible particle trajectories are shown which traverse the
same computational volume. The particle velocity in the
computational cell would not be unique and definable in a
two-fluid model and consideration would have to be given to
upward moving and downward moving particles. This
configuration would offer no problem, however, to the
trajectory approach.

The relative advantages and disadvantages of the two-fluid
and trajectory approaches to modeling gas-particle flow can
be summarized as follows. The two-fluid models can easily
incorporate particle diffusion effects (if data are available)
and can be extended easily to multidimensional flows.
However, numerical instabilities, numerical diffusion and
large storage requirements for multiple particle sizes are
inherent difficulties. The trajectory approach embodies the
“natural” solution schemes for each phase and exhibits no
numerical diffusion of the particulate phase. Also, storage
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requirements for multiple particle sizes are not excessive.
Particle dispersion must be incorporated through an empirical
diffusion velocity or more expensive Monte Carlo methods.

Conclusion

A wide variety of models have appeared in the literature for
gas-particle flows. These models can be categorized according
to coupling (one-way or two-way), dimensional capability
(one-dimensional, quasi one-dimensional and two- and three-
dimensional) and approach (two-fluid and trajectory). The
most difficult aspect of model development for gas-particle
flows is the adequate description of particle dispersion due to
turbulence. Considerably more experimental and com-
plementary numerical work are needed in this area.
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Two-Way Coupling Effects in
Dilute Gas-Particle Flows'

A general analysis of gas-particle flows, under the hypotheses of number of par-
ticles large enough to consider the solid phase as a continuum and of volume
Sfraction small enough to consider the suspension as dilute, is presented. The Stokes
number Sk and the particle loading ratio 3 are shown to be the basic parameters
governing the flow. Depending on the values of these two parameters, in one case
the reciprocal interaction of the fluid and solid phases must be considered (two-way
coupling), in the second case only the effect of the fluid field on the particle motion
is relevant (one-way coupling). In the more general case of two-way coupling, the
flow is governed by two sets of Navier-Stokes equations, one for each phase, which
are coupled together through the particle volume fraction and the momentum in-
terchange forces. The two systems of equations, expressed in the variables velocity,
pressure, and particle volume fraction, are solved numerically by a finite difference
scheme. The model has been applied to a duct with a sudden restriction, simulating
a flow metering device. The coupling effect both on fluid and solid phase fields, the
increase of pressure drop, and the energy dissipated in the fluid-solid interaction
have been determined as functions of the governing parameters, Sk and B. The
parametric study also indicates the ranges of 3 and Sk in which simplified for-
mulations may be assumed.

1 Introduction

Gas-particle flows are intended to be a particular class of
two-phase flows in which small particles are suspended in a
gas. Momentum and energy interchange may occur between
the two phases by viscous interaction and convective heat
transfer if other sources of interchange, like mass transfer by
evaporation and condensation or chemical reactions, are not
considered. The amount of particles may be so small that the
gas flow field is not affected by the presence of the particles,
while the trajectories of the particles are determined by the
motion of the supporting fluid. In this case we are concerned
with a ‘“‘one-way”’ from fluid to particles — physical
coupling between the two phases.

On the contrary, the amount of particles may be large
enough to modify the gas flow field significantly or even to
require the volume fraction occupied by the particles to be
accounted for. We have now a ‘“‘two-way’’ — from fluid to
particles and viceversa — physical coupling between the two
phases. In the latter case also, the mixture may maintain the
characteristics of a dilute suspension, that is average distance
between particles large compared with their linear dimen-
sions.

Depending on the volume fraction of the mixture occupied
by the particles, different kinds of gas-particle flows are
encountered in engineering applications, going from at-
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mospheric dust and particulate deposition concerning air
pollution control of industrial emissions, to transport of
pulverized material in pipelines or fluidized beds for im-
proving combustion processes. Intermediate conditions
between the two above extreme cases occur for gas-particle
flows in machine ducts, such as turbomachines operating with
dusty gases, combustion chambers with powdered fuel in-
jection, rocket propulsion nozzles with metallic powder. In all
these applications an accurate knowledge of the interaction
between the two phases is essential in order to determine and
control the phenomena of wall friction, erosion, pressure
drop, and deposition, which are of basic importance for all
the above applications.

Computational models are a very useful tool for a deeper
understanding and a higher level design in this field, con-
sidering both the inability of the analytical methods to ac-
count for all the complicacies involved in the real problems,
and the intrinsic difficulty of experimental investigations and
measurement techniques. As above mentioned, many dif-
ferent conditions may occur and rather than trying to set up a
numerical model valid in general [1, 2], we think it is better to
single out the characteristic parameters which govern such
phenomena, to analyze their influence in the various con-
ditions of interest, and thereafter to select for each class of
problems the more suitable physical and computational
model. This approach allows us to have a better insight into
the physical aspects, and to build less time consuming
computational models, easier to handle for parametric in-
vestigations. Following this line, particular attention must be
given to the definition of the validity range and the
corresponding accuracy of the set of hypotheses the models
are built on.
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A first way to face the problem is to assume dynamic and
thermal equilibrium between the two phases in order to
consider the suspensions as a single homogeneous fluid, with
modified properties with respect to the ambient supporting
fluid to account for the presence of the suspended particles [3,
4, 5]. In this approach the suspension is usually assumed to be
dilute — that is composed of noninteracting particles — and
the effective transport coefficients are calculated from the
disturbance flow field generated by a single particle. First
order effects of the interaction between two close particles
may be considered to obtain more approximate corrective
terms [4].

Coming back to the more physical assumption of two
separate phases, many one-way coupling studies are available
in literature, either based on a Lagrangian approach for the
trajectories of the particles considered as solid bodies em-
bedded in the fluid [6, 7], or based on the Eulerian approach
considering the particles as a continuum [8, 9]. Particularly in
previous papers we presented a model for translational quasi-
equilibrium between the solid and fluid phases [10], and a
model for strong nonequilibrium conditions, but restricted to
small values of the loading ratio [11].

Two-way coupling models are less frequent in the literature,
apart from the general models mentioned before [1, 2], which
are though general, limited to the description of a numerical
procedure. Quasi-one-dimensional models have been
developed to predict performance losses in rocket nozzles with
condensed combustion products or to evaluate the effects of
the inclusion of metallic powder in solid rockets [12, 13] and
more recently [14] for gas-particle flow metering through a
Venturi tube. In the latter application, since the measuring
technique is based on a precise evaluation of the throat
pressure drop and hence of the interaction between the two
phases, the quasi-one-dimensional model seems to be not
sufficiently accurate to study a problem particularly sensible
to two-dimensional effects. Some interesting analytical
solutions of fully coupled fields in two dimensions have been
obtained in the past for specific problems and for particular
conditions {15, 16, 17]. Several two-dimensional com-
putational models have been recently presented [18, 19]. In
the first, [18], the particles are regarded as a source of mass,
momentum and energy for the supporting fluid and their
trajectories are determined by the Lagrangian approach. The
different description, Eulerian for fluid and Lagrangian for
particles, seems not quite suitable for a two-way coupling
solution, and requires in any case a toilsome computation for
the source terms. In the second, [19], both fields are described
by an Eulerian approach, but several ad hoc simplifications of
equations and boundary conditions for the specific in-

vestigated problem (flow between corotating disks) have been
introduced.

The purpose of the present paper is the formulation of an
Eulerian two-dimensional model for dilute suspensions,
which accounts for two-way coupling between the solid and
the fluid phases. The model is valid in a range of the
characteristic parameters in which a large loading ratio and
any relaxation of the particles may be considered while the
volume fraction occupied by the particles can be neglected in
the fluid equations. The latter hypothesis, reasonable for
many problems of practical interest, allows us to use a simpler
model, making a parametric study of pressure drop and
particles relaxation feasible in fully two-dimensional con-
figurations. The following sections describe the basic
parameters which govern the physical phenomena, the system
of conservation equations with particular attention to the
interaction terms, the numerical procedure and finally a test
application for the prediction of pressure and velocity fields in
a drastic duct restriction.

2 Physical Model and Characteristic Parameters

Different physical models may be assumed as more ap-
propriate in correspondence to different conditions and
different values of the characteristic parameters which appear
in the governing equations. First we consider these parameters
in connection with the physical conditions of interest in the
present study.

Let the solid particles be spherical with diameter D, con-
stant material density p, and hence with identical volume V
and mass m.

Let the number density of the particles N be sufficiently
large to consider the solid phase as a continuum. That is, if we
consider a volume of the order 0(8°) with D< <b< <L,
where L is the characteristic length scale of the flow field,
average values of the particles properties evaluated on this
volume must be continuous together with their derivatives.

The volume fraction occupied by the solid phase is

a,=VeN="2 (1)
Pp

where p, is the particle material density and p,, is the mass of
the solid phase per unit volume of the suspension. The actual
value of o, depends on the problem, going from values less
than 1073 (e.g., for combustion processes or atmospheric
dust) up to values of the order of 10~ for pulverized material
transport or fluidized beds. In the present study we assume
values of a,, small enough (at most of the order of one per-
cent) to verify the assumption of dilute suspension, but at the

Nomenclature
f = drag coefficient Re, = particle Reynolds number p’ = material density
g = gravity acceleration vector =pD IV, =V, |/pus T = partlcl.erelaxatlont%m.e )
m = particle mass Sk = Stokes number 7, = flow f1e¥d characteristic time
p = pressure U = flow characteristic velocity ¢ = dissipation function )
D = particle diameter V = particle volume 4, = pressure drop between inlet
E, = dissipated energy between ¥V = velocity vector and outlet
inlet and outlet due to fluid- a = volume fraction Ay, = total pressure drop between
particle interaction a, = reference value for particle inlet and outlet .
F, = solid-fluid interaction force volume fraction A,, = pressure drop between inlet
Fr = Froude number = (u?gL)"% B8 = loading ratio as defined by (4) and throat
1 = enthalpy o Y = sol@d to fluid material density Subscripts
L = flow field characteristic ratio
length A = bulk viscosity S = fluid
N = particle number density i = viscosity coefficient i = inlet section
Q = heat flux vector o = mass per unit volume of the 0 = unloaded fluid (8 =0)
Re = flow Reynolds number ' suspension p = particle
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same time large enough to keep satisfied the condition
required by the continuum approach. The following relation
holds for the volume fractions of the two phases

a,+ay=1 )
The ratio between the material density of the solid and fluid
phases

y=L2 )
oy
is taken in the present study to be a constant and its value is
assumed of the order of 10° (e.g., coal particles in air).
The loading ratio of the flow is defined as the ratio between
the mass concentration of the solid and the fluid phase

=22 (4)
oy

The loading ratio may be expressed as a funciton of o, and y

e Py’ ooy’ o
8= __‘_77 _"_/, L 2 v )
P’ st b 1oy
Among the three quantities «,, 8, and v, two are in-
dependent characteristic parameters of the gas-particle
mixture together with the particle relaxation time 7, which is
given by [20]
p;D?
T =
P18 Mff

where f = (1 +1/6 Re?) is the drag coefficient, a function of
the particle Reynolds number. The suspension relaxation time
7, must be evaluated in comparison with the characteristic
time of the supporting flow field

(6)

In the flow equations the ratio of these characteristic times,
that is the Stokes number

Sk="1z )
s
will then appear.

In conclusion the parameters which characterize the
suspension flow, beside the ones, such as Re and Pr,
governing the supporting flow, are a,, 8, and Sk. The
numerical values of these parameters are not arbitrary, being
interrelated by the values of D and p,. They must be chosen in
the numerical applications in such a way as to satisfy the
conditions required by the continuum approach.

3 Conservation Equations

In the hypothesis, discussed in the previous section, that
both fluid and solid phases are considered as a continuum, a
set of mass and momentum conservation equations may be
written for each phase. Assuming a constant value for the
viscosity coefficients Aand p and substituting o, = 1 — a, the
two sets of equations are written [11] as

pf,{ Al —a,)

S+ Vel —ap)v,]} =0

(8(1)
(l—a,)V
pf{ ( p) S

ar +V'[(I—ozp)Vfo]}= —fo+MfV2Vf

+(\+p) V(VeV)) +go/(1~a,) —F, (8b)
for the fluid phase, and
’ aap

ppiﬁ +V-(osz,,)}=O 9a)
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o,V
p;{--§t~ﬂ + v-(apvpvp)} =—Vp,+p, vV,

+ (N, + 1) V(VeV,) +gp) o, +F, (9b)

for the solid phase.
The two sets of equations are coupled through the momentum
interchange force F, and the volume fraction «,. The in-
teraction force per unit volume F,, in the considered case of
>> 1, is mainly due to the viscous drag, which in the
hypothesis of dilute suspension is approximately given by the
sum of the drag forces applied to each of the N particles [11]
18
F,= —D’;Iap(v,-vp) (10)

The lift component of the interaction force, resulting from
particle rotation, may, become relevant in shear flows and
particularly near to solid walls, but is not considered in the
present study. The other contributions to the interaction force
given, for example, by buoyancy or by the effect of flow
pattern deviation from the steady state, as discussed by
Corrsin and Lumley [21] for turbulent flows, are proportional
to the fluid density p; and therefore become important only if
o7 is comparable to p,,, which is not the present case.

Moreover, the viscous and pressure terms in the solid phase
momentum equations may be neglected for dilute suspen-
sions. In fact they would account for the effects of the field
interaction between two or more particles (the effect of in-
dividual particles being given by the drag force F,) which are
inversely proportional to the ratio between the particle
distance and their diameter and therefore small for dilute
suspensions. However the presence of particles increases the
rate of dissipation, when nonequilibrium conditions between
particles and fluid velocities occur. In fact, when the two
components of the system have different velocity, the
mechanical energy gained by one of the two phase, let say
F,V,, does not equal the mechanical energy lost by the other
phase, that is F,V,. The magnitude of this additional
dissipation term may be evaluated by considering the energy
equation of the total system, which is written in its general
form [15, 22]

DI, Dp
’ S f
(l_ap)[pf_t_ - o —V'Qf—‘i’f]
, DI, Dp,

+ap[pp—D—t- Bt —V-Q,,—d)p] =F,*(V,~V,) an
where 7, Q, and ® are the enthalpy, the heat flux and the
dissipation function, respectively. The last term in equation
(11) leads to a rate of dissipation per unit volume due to the
presence of the particles, also in absence of the particle
viscous term &,,.

The volume fraction «,, which also couples the two sets of
equations, has been assumed to be, for the dilute suspension
hypothesis, sufficiently small to neglect o, in all the equation
terms containing (1 — ), that is

(12)
With all the above assumptions the set of equations for the
fluid phase, when written in nondimensional form taking as

reference values U, L, 7/, and a, for velocities, lengths, time,
and particle volume fraction, respectively, becomes

a, <<1

VeV,=0 (13a)
v,
eV, V) =
or Vi¥5)
1, 1 B
~Vp+ — VV,b — — —a, (V,~V,) (13b)

Re Fr? Sk

where the expression 8= a,, -y has been used as a consequence
of the assumption (12). In the above equations we used the
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same symbols used before for the dimensional quantities
having the same physical meaning.
Analogously the set of conservation equations for the solid
phase becomes in nondimensional form
do
L +Ve(a,V,)=0

o (14a)

aOlpr _ 1 ap

o +Ve(a,V,V,)= Eap + Sk (V,~V,) (14b)
It is worth noting that in the fluid momentum equation the
interaction term is 3 times larger than in the particle
momentum equation.

With the same assumptions and neglecting here the heat
flux, the energy equation in nondimensional form is written as

D Dp B
The boundary conditions, associated with the system of
equations (13) and (14), will be examined in the next section
together with the numerical approximation.

As shown by equations (13), (14), and (15), the parameters
8 and Sk, introduced in the previous section, govern the flow
of the particle suspension and depending on their values a
different reciprocal influence between the two phases and a
different level of coupling is experienced. The Stokes number
is proportional to the translational nonequilibrium of the
particles, that is a small value of Sk means a small difference
between particle and fluid velocities but a large coupling
effect, at least for the particle flow. For Sk going to zero the
interaction force assumes a finite value, corresponding to its
maximum, while the energy dissipation term goes to zero. For
Sk going to infinity both the interaction force and the energy
dissipation terms go to zero. The energy dissipation term,
being always positive, must then have a maximum for in-
termediate values of Sk.

The loading ratio 8 multiplies the effects of the Stokes
number on the momentum and energy equations, increasing
the coupling of the fluid with the particle field. Let us examine
in more detail the phenomena for two extreme values of 8.
For very small values of 8 the fluid phase is independent from
the solid phase and only a one-way coupling occurs between
the two equation systems. The value of the Stokes number
indicates whether it is appropriate to consider the particles to
be in equilibrium with the fluid flow. As was shown in a
previous paper [11], for Sk < 1072 the flow is only slightly
out of equilibrium which allows us to assume that the particle
velocity field is a superposition of the fluid flow field and of
the particle settling velocity. For Sk > 1072 the non-
equilibrium effects become significant and imply large
relaxation between the particles and the fluid.

For large values of the loading factor § a two-way coupling
occurs between the two equation systems and they must be
solved simultaneously. The effect of the particles on the fluid
flow field cannot be neglected anymore, becoming more
relevant at smaller Stokes number. In the present case, with v
of the order of 10°, we focus our attention on cases with
strong two-way coupling (that is large values of f) even
maintaining small the values of oy, as required by the
assumption (12).

(15)

4 Numerical Procedure

The two sets of equations (13) and (14) have been
discretized by a finite difference scheme, and solved
simultaneously by a time marching implicit technique. The
dependent variables for the fluid system, namely the velocity
components u, v, and the pressure p, have been placed, as in
the MAC method, on a staggered grid with velocities at the
cell midside and pressure at the center of the cell. The pressure
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is determined by an iterative over-relaxation routine which
updates the pressure modifying at the same time the velocity
components toward the satisfaction of the continuity equation
[23]. The dependent variables for the particle system (velocity
components u,, v,, and volume fraction «,) have been placed
in analogous way with u,,, v, at the cell midside and «,, at the
center of the cell. The new values of u,, v,, «,, obtained by
time integration, are used to update the momentum in-
teraction force in the fluid equation.

At each time step the following sequence of operations
determines all the dependent variables at the new time n+ 1:

1. All dependent variables are known from time step n;

2. New values of local Re, are estimated;

3. Fluid velocity components u, v are computed from
implicit time integration of momentum conservation
equations;

4. Pressure p is determined by the over-relaxation iterative
routine;

5. Particle velocity components and volume fraction are
computed from mass and momentum conservation equations
with the new values of «, v in the interaction force.

The computation proceeds up to the steady state, which is
considered to be reached for a relative change of the field
variables, from one time step to the other, less than a certain
small value ¢, assumed 104 in our computations.

The initial conditions are relevant for the computer time
required to converge. In the parametric study, the final results
of the closer case — with regard to the values of the
parameters 8 and Sk — have been assumed as initial con-
ditions.

The boundary conditions associated with the equation
system (13) and (14) for a flowing stream in a general two-
dimensional field have been assumed as follows:

— at the inflow boundary identical velocity profiles for both
phases and a uniform value of «,, have been assigned

U= u,=4i(y)
v = v,=0
o, = 1

— at the solid walls zero velocity for fluid, slip condition for
particle velocity and zero flux for o, have been assumed

u = v=0
av
Vo = -7;%-=0
Sy _
an

— at the outflow boundary first or second derivatives of the
variables have been assumed to be zero, as the less con-
strictive approximation for the internal field

du v du, dv, 3o,

—_—=— == =0 =0

ax ax ax  ox ox?

The effect on the flow field of the arbitrariness of the latter
condition is further on reduced, without a prohibitive increase
of the node number, by a numerical mapping which enlarges
the grid toward the outflow region.

5 Application to a2 Duct Sudden Restriction

_ The physical and computational model described in the
previous sections has been applied to a simple two-
dimensional configuration, in order to evaluate quantitatively
the effects of the loading ratio and of the Stokes number on
the interaction phenomena between the two phases.

In the considered geometrical configuration (Fig. 1), which
may schematically represent a flow metering system, the
sudden throat restriction generates substantial accelerations
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Table 1

Sk = 102 D =27um Re = 102
N 3
8 apo cm . Ap Apg Apr Ep
0 0 0 .83 78 .88 0
.1 104 10* .85 .84 .91 .0012
1 10~? 10° 109 1.33 1.16 .012
2.5 2.5410 73 2.5.10° 1.36 2.07 1.47 .025
5 54103 5.10° 1.95 3.21 2.07 .054
10 102 108 3.57 5.51 3.54 .11

and translational non-equilibrium between the two phases,
giving more evidence to the coupling effects. In flow metering ’f
ducts, with a characteristic dimension of few centimeters, the L
flow is laminar with a Reynolds number of the order of 104,

while the Froude number is of the order of 10. In the —L

numerical simulation we may therefore neglect the gravity 1‘ H = 6L {*
term, which is proportional to 1/Fr?. For the Reynolds
number we consider a maximum value of 103, In fact larger Fig.1 Sketch of the duct and computational grid (Re = 102)

Reynolds numbers would require an excessive computer effort

both in time and storage, due to the finer mesh to be used for 1
a sufficiently accurate solution. Moreover the extension of the
recirculating regions behind the throat becomes larger as the
Reynolds number increases and therefore more extended
ducts must be considered in order to avoide an excessive
influence of the outflow conditions on the flow field solution
in the throat region. For instance, a distance between the
throat and the outflow boundary of five duct diameters is
required for the case of Re = 102, while the same distance
must be increased up to 30 duct diameters for Re = 10°,

For both the above reasons the parametric study, which
requires the simulation of many different conditions, has been
performed with a Reynolds number of 10? and only few cases
at Re = 10° have been considered, to show the influence of an
increase in the reference velocity.

In Fig. 1 the characteristic lengths and the computational
grid are shown for the case of Re = 100. v

Let us first analyze the effect of the loading ratio 8 for a
value of Sk which has been chosen small (Sk = 1072) to
emphasize the coupling effect on the fluid flow field. The -8 " . . " .
values assumed for § in the computation are listed in Table 1 e 1 2 3 4 5 8
together with the values of «,, and V. DISTANCE FROM INLET X/L

NON-DIMENSIONAL PRESSURE

For each value of § the following overall quantities have Fig.2 Nondimensional pressure profiles along duct axis (Sk = 10 ~2)
been computed:

— The pressure drop between the inlet and the throat section: 16
Apy;

— The pressure drop for the entire length of the duct: Ap;

— The drop of total pressure for the entire length of the duct:
Apr;

— The energy dissipated due to the nonequilibrium between
the two phases, for the entire length of the duct: E;.

As the loading factor becomes larger, all pressure drops
increase since the fluid bulk has to accelerate and drag a larger
amount of particles which, for the given Stokes number, are
in close translational equilibrium with the fluid. Besides the
pressure drop magnitude, the pressure distribution is also
affected by the value of 8. As shown in Fig. 2, for larger
values of # the minimum of the pressure diagram becomes
deeper and moves downstream. In presence of the solid phase
the fluid reaches the throat section with a smaller velocity
since part of the energy has been spent to accelerate the
particles, which on the other hand, due to their large inertia,
retain a larger velocity (Fig. 3) after the throat. In a section -8
downstream of the throat the velocity profile of both fluid
and particle phases becomes sharper, as shown in Fig. 4. Side DISTANCE FROM INLET X/L
by side with such modification of the velocity profile for
growing B, an enlargement of the recirculating regions behind

CENTERLINE VELOCITY

i L I L L

%] 1 2 3 4 S 6

Fig. :23 ~ Profiles of nondimensional axial velocity along duct axis (Sk =
107

)
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Fig.4 Vertical profiles of axial velocity (Sk = 10-2,x = 3.5)
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Fig. 5 Nondimensional increase of throat pressure drop versus
loading ratio

the throat, analogous to the one experimented for growing
Reynolds number, may be observed,

The rise of the pressure drop Ap, due to the particle
loading, which is of particular importance for flow metering
applications, is shown to be with good approximation linearly
dependent on the loading ratio (Fig. 5) and the following
correlation may be assumed

AP _q4icp
bo

where Apy, is the pressure drop for 8 = 0.

As shown in Fig. 3, the value of the coefficient C is strongly
dependent on the considered value of the Stokes number.
Therefore if a mixture of different size particles is considered,
as in the experiments by Farbar [24], the value of C will
assume an average value between those corresponding to the
largest and smallest particles and its magnitude will be af-
fected by the mass distribution in the various size classes. For
this reason only a qualitative agreement can be observed with
the results obtained by Crowe and Sharma [14] who con-
sidered the particle mixture used in Farbar’s experiments.

The numerical values reported in Table 1 indicate that the

increase with B of the energy dissipated in the interaction

Journal of Fluids Engineering

f=0

NON-DIMENSIONAL PRESSURE
L
[

-5 r
20 |
-25 b
-390 - . - . .
] 1 2 3 4 s 8

DISTANCE FROM INLET X/L
Fig.6 Nondimensional pressure profiles along duct axis (8 = 5)

CENTERLINE VELOCITY

9 . N L L N
a { 2 3 4 [ 6

DISTANCE FROM INLET X/L
Fig. 7 Profiles of nondimensional fluid phase axial velocity along
duct axis (5 = 5)

between the two phases (Ep) is lower than the corresponding
increase of the total energy losses (Apr—Apq). Such ap-
parent discrepancy may be explained considering the larger
viscous energy dissipation ® occurring as a consequence of the
above described larger velocity gradients induced by the
coupling.

Let us analyze now the effect of the Stokes number. The
nondimensional pressure along the duct for 8 = 5 and three
different values of Sk (1, 10~!, 10~2) is plotted in Fig. 6
together with the case 8 = 0. While the pressure drop at the
throat is continuously increasing for decreasing values of Sk,
the pressure drop for the entire length of the duct reaches a
maximum for a certain value of Sk, which in the case shown
in Fig. 6 is close to Sk = 10~!. This behaviour may be at-
tributed to the viscous dissipation after the throat section,
which increases for larger velocity gradients and hence for
larger axial velocities. In fact, due to the different influence of
the coupling, both for Sk = 1 and Sk = 10-? the axial
velocity in the outlet region results smaller than that for Sk =
107!, as it is shown in Fig. 7. In more detail, for large Sk the
fluid is slightly affected by the particles, which due to their
large inertia tend to keep the velocity reached at the throat

SEPTEMBER 1982, Vol. 104/ 309

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



DISSIPATED ENERGY

10 19" 1
STOKES NUMBER
Fig.8 Nondimensional dissipated energy versus Stokes number
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Fig. 9 Increase of throat pressure drop due to particle loading versus
Stokes number

section. On the contrary for small Sk the fluid is strongly
influenced by the particles which, however, due to the small
inertia, present a rapidly decreasing velocity. This explains the
presence of a maximum for the fluid velocity in the region
after the throat for intermediate values of Sk.

Also the energy dissipated in the interaction between the
two phases reaches a maximum for a certain value of Sk, as
predicted in Section 3. Figure 8 shows that the maximum of
Ep is shifted toward lower Sk values as the loading ratio
increases.

The increase of the throat pressure drop due to particle
loading, plotted as function of the Stokes number in Fig. 9,
shows an asymptotic trend for Sk—0, with the asymptotic
maximum value increasing together with 8. It is worth noting
that, for a constant loading, the influence of the particles on
the flow field undergoes a drastic reduction as the Stokes
number becomes larger than 10!, ‘

For the analysis of the coupling effect on the solid phase
field two extreme conditions may be considered. For Sk very
small, the particle and fluid flow fields are practically
coincident and significant differences in the computed values
for the particle velocity are observed, whether or not two-way

310/ Vol. 104, SEPTEMBER 1982
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Fig. 10 Two-way coupling effect on axial velocity of the solid phase (8
= 5)
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:’(i)g_. 21)1 Effect of Reynolds number on throat pressure drop (Sk =

coupling is accounted for, as shown in Fig. 10 by dashed and
solid lines for Sk = 102, For large values of Sk, the particle
velocity considerably deviates from the fluid one, but in this
case the difference between one-way-and two-way coupling
tends to vanish.

The above parametric study has been performed, as
previously discussed, for low Reynolds number (Re = 100) to
understand and classify the physical phenomena without a
prohibitive amount of computer time. A more realistic value
of the Reynolds number (Re = 1000) is now considered to
evaluate the influence of this last parameter. As indicated in
Fig. 11, for Re = 1000 the relative increase of the throat
pressure drop is larger for a given value of the loading factor.
From these few results at Re = 1000, a larger influence of the
coupling phenomena with increasing Reynolds numbers may
be deduced.

6 Conclusions

The loading ratio and the Stokes number have been shown
to be the basic parameters governing gas-solid flows. For
small values of 8 and large values of Sk it is possible to neglect
the effect of the particles on the fluid field and simpler
numerical models based on a one-way coupling may be ap-
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propriate. On the other hand for larger 8 (for instance 8 >
0.1) and lower Sk (for instance Sk < 10-!) both the fluid and
the solid phase flow fields (and as a consequence overall
quantities such as pressure drop and energy dissipation) are
substantially affected by the interphase coupling. In this case
computational models accounting for two-way coupling, such
as the one presented here, are required for an accurate
simulation, '
Correlations have been developed in this paper for pressure
drop which increases as a function of 8 and Sk. These
correlations may be of practical interest for the investigation
of flow metering systems, even if an extension of the model to
multi-size mixtures would be required for a better comparison
with experiments, and an accurate calibration of the model.
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propriate. On the other hand for larger 8 (for instance 8 >
0.1) and lower Sk (for instance Sk < 10-!) both the fluid and
the solid phase flow fields (and as a consequence overall
quantities such as pressure drop and energy dissipation) are
substantially affected by the interphase coupling. In this case
computational models accounting for two-way coupling, such
as the one presented here, are required for an accurate
simulation, '
Correlations have been developed in this paper for pressure
drop which increases as a function of 8 and Sk. These
correlations may be of practical interest for the investigation
of flow metering systems, even if an extension of the model to
multi-size mixtures would be required for a better comparison
with experiments, and an accurate calibration of the model.
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C.C. Crowe!

The authors provide an interesting application of the two-
fluid model to gas-particle flow in an orifice. The two fluid
equations are simplified to model dilute flows thereby
avoiding the troublesome particle shear stress terms which are
common to the particle-phase equations. Also, the material
density of gas phase (as well as the particulate phase) is
assumed constant precluding the need for a gas-phase energy
equation and equation of state. These assumptions are
reasonable for the application addressed in this paper.

Another point of interest is the assumed boundary con-
dition for the particulate phase at the wall, namely, that the
normal component of velocity is zero and that the tangential
velocity is unchanged. This corresponds to perfectly elastic
collisions of the particles with the wall. The validity of the
assumption is questionable, especially for non-spherical
particles. It is not known how important this assumption is.

The authors state that the nominal Reynolds number for
““flow metering ducts” is 10* and that this condition
corresponds to laminar flow. With this argument, the authors
assumed laminar flow throughout and performed calculations
at Re = 10? and 103. Transition to turbulence in a duct
nominally occur at 3000. However, the recirculative flow and
adverse pressure gradient downstream of an orifice will likely
induce turbulence at Reynolds numbers significantly lower
than 3 x 10°. A Reynolds number of 10* represents the lower
limit of Reynolds numbers of interest in flow metering.

1Department of Mechanical Engineering, Washington State University,
Pullman, Wash. 99164
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The various trends predicted by the model appear
reasonable. The predicted trends for axial velocity
distribution (Fig. 4) and centerline pressure distribution (Fig.
6) are similar to those obtained in reference 1. Unfortunately,
insufficient information is given to compare the orifice flow
coefficient at zero loading with the commonly accepted
results. Data obtained? for gas-particle flow through an
orifice at a nominal Reynolds number of 3000 indicate a
pressure ratio of

(3,
APy
Using the predictions from Figs. 9 and 11, one estimates the
value to be 0.2. The agreement is not as good as that obtained
by the trajectory model but this may be due to the laminar
flow assumption used for the two fluid model.

At low Stokes numbers (Sk=10"2) the particles and gas
achieve dynamic equilibrium and the two-phase mixture
behaves like a gas with a density of p,(1+ f). If the velocity
field for the ‘*heavy’’ gas is the same as that for the gas alone
(a reasonable assumption here), then the pressure ratio
AP,/ APy, should vary as 1 + B or

AP, 1=
APy
The line for Sk=10"? in Fig. 5 falls well below this

-—1)/650.4

2Sharma, M. P., Crowe, C. T., and Stock, D. E., ‘A Numerical Model for
Gas-Particle Flows through an Orifice,”’ Proceedings of the 17th National Heat
Transfer Conference, AIChE, HT&EC Division, Salt Lake City, 1977, pp.
H1-117.
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relationship. Also, the limits of the pressure ratio for
decreasing Stokes number in Fig. 9 fall below this value as
well. The reason for this discrepancy is unclear.

The paper provides no information on nominal run times.
Also, comments on the feasibility of extending the model to
multiple particle sizes and including gas-phase turbulence
effects would have been instructive. .

Authors’ Closure

The authors thank Professor Crowe for his interest in the
present paper and for his stimulating remarks. We agree with
Professor Crowe’s comments about the arbitrariness of the
assumed Boundary condition for the solid phase and about the
fact that turbulence is already established in the range of
Reynolds numbers of interest in the flow metering systems.

However this was taken just as a sample case to test the
various modelling approximations for dilute suspensions,
while the simulation of an actual flow metering device was not
the main purpose of the paper. In fact even the assumption of
uniform size particles is far from the actual conditions. The
insertion of a turbulence model and the extension to multiple
particle sizes may be considered as further steps to complete
the model, whose main features remain nevertheless valid in
this more general case. ’
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Due to the different working conditions (Reynolds number,
particle size and geometrical configuration), strict quan-
titative comparison with the results obtained by Sharma et al,
are not really feasible. We should however notice that from
our results (Figs. 5 and 11) the ratio

(g2 -1)s8

P60
has approximately the value 0.8 at low Stokes numbers, and
decreases for larger particle sizes.

Finally Professor Crowe’s statement that for low Stokes
numbers the suspension should behave like a heavier gas is
valid only when the suspension is not dilute and the particle
size is tendentially of the same order of magnitude as the gas
molecules. These conditions are out of the validity range of
the model, which is based on the assumption that the solid
particles are not interacting, and therefore they are studied as
a continuum without pressure and viscosity. Moreover the
assumption of the particle interaction with the supporting
fluid given by the aerodynamic force is not valid, of course, in
the case of particles having approximately the gas molecular
size.

It is, thus, not surprising that, for Sk—0, the suspension
doesn’t behave exactly as a gas mixture and that the model
gives a limiting value of the parameter (Ap,/Apg — 1) which is
approximately 25 percent lower than the value predicted for
the ““heavy’’ gas suggested by Crowe.
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Diagnostic Measurements of Fuel
Spray Dispersion

Plume shape, vaporization, droplet-size distribution, and number density of a solid-
cone fuel spray were studied with both conventional and novel measurement
techniques. Minor differences in spray plume shape were observed by
measurements with photography, pulsed laser shadowgraphy, and in-line infrared
spectroscopy. Laser Mie scattering showed the dispersion of small numbers of
droplets beyond spray boundaries as determined by other measurements. A new
optical method for nonintrusive, local, time-averaged measurement of vapor
concentration, droplet-size distribution and number density within an axisymmetric
spray is introduced. For the spray studied this method showed that vapor is con-
fined to the spray plume and that vapor concentration and the concentration of
small-diameter droplets exhibit analogous behavior.

J. M. Tishkoff

D. C. Hammond, Jr.

Staff Research Engineers,
Fluid Dynamics Department.

A. R. Chraplyvy"

Associate Senior Research Scientist,
Physics Department.

General Motors Research Laboratories,
Warren, Mich. 48090-9055

Introduction

Recent entries to the literature have stressed the interaction
between the liquid and gas phases in controlling fuel spray
vaporization [1-5] and combustion [5-13]. These articles have
been primarily theoretical with a limited number of ex-
perimental efforts [6-7, 12-13] oriented exclusively toward
combustion.

could be adjusted vertically and in one horizontal dimension.
The horizontal spread of disturbances to the airflow mean
velocity caused by the nozzle holder was narrower than those
of the spray plumes. Associated turbulence intensities were
less than those observed through limited measurements near
the edges of sprays, so the nozzle holder should not affect

This paper will describe measurement techniques and
results for an experiment on spray vaporization. The ex-
periment has been undertaken to study the physics of air-fuel
spray interactions, develop instrumentation for spray
measurements and provide experimental support for the
formulation of fuel spray models.

Description of the Experiment

Airflow. The flow facility in which measurements were
made is pictured in Fig. 1. In this facility a vacuum system
draws air at room temperature and pressure downward
through a bellmouth inlet and honeycomb straightener into a
transparent plastic test section. The test section is square, 0.3
m on a side, and 1.8 m long. The airflow rate was constant at
0.224 kg/s. Hot wire anemometer measurements without a
nozzle, spray, or other obstruction in the test section showed
that the velocity was close to uniform at any horizontal plane,
with an associated turbulence intensity of approximately 0.01.

SCHLIEREN
WINDOW

Sprays. n-Heptane sprays were injected co-axially
downward in the airflow from a Delavan Type B-4.00 GPH-
80 deg. nozzle. Sprays injected from this nozzle have an
axially symmetric solid cone geometry which is representative
of conical sprays found in many industrial and transportation
combustion systems. The nozzle was covered by a teardrop
fairing mounted at the end of a horizontal airfoil tube (as
shown in Fig. 2) extending into the test section through a slot
in the sidewall. This tube was mounted on a traverse which

ICurrent address: Bell Laboratories, Holmdel, N.J. 07733,

Contributed by the Fluids Engineering Division for publication in the
JOURNAL 0OF Fruips ENGINEERING. Manuscript received by the Fluids .
Engineering Division, July 23, 1980. ’

Fig.1 Atmospheric pressure spray test facility
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Receiving Oplics
and

Fig. 3 Installation of 633 nm optical scattering instrument for particle
size measurements

spray behavior. Injection pressures up to 6.99 MPa were
achieved with a pressurized nitrogen supply system.

Measurement Techniques. This paper describes
measurements of vapor concentration within a volatile spray,
spray plume shape, droplet number density, and droplet-size
distribution. These measurements as a group yield useful
information about spray characteristics, but should not be
considered sufficient to describe spray behavior completely.
For example, Gosman and Ioannides [5] have stressed the
importance of combined droplet size and velocity data as
input information for spray modeling. This measurement is
an objective of the authors’ experimental program, but the
amount of work involved dictates that it be reported
separately.

Four types of measurements were made to locate the edge
of the spray plume: conventional photography, laser beam
scattering, in-line infrared absorption spectroscopy and
pulsed laser shadowgraphy. All but the shadowgraphs, which
were made with 10 ns duration laser pulses, produced time-
averaged results. Photographs were made with a 35 mm
camera using Kodak Plus-X-Pan Film. The duration of film
exposures was controlled by the camera shutter, so that
sampling times were 1 ms or longer.

The droplet number density and size distributions in the
spray were deduced from the measured forward-scattered
line-of-sight average light energy distributions. A com-
mercially available Malvern ST-1800 spray analyzer (see [14]
for a description of the underlying theory) was used to make
the droplet-size distribution measurements; its installation js
shown in Fig. 3. A 0.8 mm beam diameter, 633 nm

314/Vol. 104, SEPTEMBER 1982

Fig. 4 Installation of 3.39 um absorption instrument for vapor-phase
measurements
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Fig.5 Spray boundaries at 1.48 MPa injection pressure

wavelength helium-neon laser was used, and, as a result, the
measurements were not affected by the presence of vapor
since n-heptane exhibits negligible absorption at that
wavelength. With the assumption of axial symmetry for the
spray, a deconvolution technique developed by Hammond
[15] was used to transform these line-of-sight average
measurements into the actual radial variations of droplet
number density and size distribution. Statistical examination
of replicate measurements yielded uncertainty intervals for
the data (at 95 percent confidence level) of +2.5 percentage
points for extinction and +20 percent in any category of the
15-category histogram representation of the droplet-size
distribution.

Figure 4 shows infrared absorption instrumentation. In this
figure two collimated laser beams (0.8 mm in diameter), one
at a wavelength of 633 nm (visible) and the other at 3.39 um
(infrared) are projected along the same optical path through
the middle of the flow facility. Two detectors, not shown in
Fig. 4, sample the beam strength on opposite sides of the flow
duct to separate laser intensity variations from attenuation
due to the spray. The visible laser beam is attenuated only by
the droplets while the infrared beam is attenuated both by the
droplets and the hydrocarbon vapor. The attenuation of the
infrared beam by the droplets can be calculated from Mie
theory using the measured attenuation of the visible beam and
the associated droplet-size distribution. Subtraction of the
attenuation due to droplets from the total attenuation of the
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infrared beam permits calculation of the vapor concentration.
The Gaussian transverse intensity variation present in the 3.39
um beam produces, at most, a 0.2 percent error in the
measured attenuation. These line-of-sight average vapor
concentration measurements can then be deconvoluted into
the actual radial variation of vapor concentration in a par-
ticular axial plane. The vapor measurement technique is
described more completely in [16].

Composite Measurements of Spray Plume Shape

Figures 5-7 show outlines of heptane spray plumes at three
injection pressures. The plume shape of each spray is given as
a vertical coordinate, z, plotted against a horizontal radial
coordinate, r. The same scales are used on both axes to
preserve the geometrical appearance of the plumes, and the
origin of the axes represents the nozzle tip. The shadowgraph
results, represented by the square data points, and the
photographic results, given by circular points, are the
averages of five trials. An upper limit for the average
deviations of the radii for both types of measurements in-
creases with increasing distance below the nozzle tip up to a
maximum of =3 mm. For each type of measurement the edge
of the spray plume is defined as the maximum radius at which
either droplets or vapor can be detected.

In Figs. 5 and 6, representing heptane absolute injection
pressures of 1.48 and 2.86 MPa, respectively, conventional

photography defined the narrowest plume diameter, followed

by shadowgraphy and laser scattering. The difference between

Journal of Fluids Engineering
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Fig.8 Shadowgraphs at 6.99 MPa injection pressure
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Fig. 9 Radial variations of droplet number density at 1.48 MPa in-
jection pressure

the photographs and shadowgraphs results from the higher
sensitivity of the shadowgraphs to combinations of low
number densities of droplets and vapor concentrations.
Scattering by small numbers of droplets, undetectable with
the other measurement techniques, determines the largest
plume diameter. Figure 7 shows the spray outline at 6.99 MPa
absolute injection pressure. In this figure the photograph and
shadowgraph data show only small differences. At each
height, z, the scattering measurements indicated larger r
values than do the corresponding photograph and
shadowgraph data, which is consistent with the results of
Figs. 5-6. The two numbered data points in Fig. 7 represent
infrared measurements of vapor concentration in the absence
of droplets. For the injection pressures of Figs. 5-6 no region
of vapor without droplets could be found, and in Fig. 7 vapor
dispersion is confined to a narrow spatial volume at the edge
of the spray plume.
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piane for 1.48 MPa injection pressure

Figure 8 clarifies the nature of vaporization in the spray.
The figure combines two pulsed laser shadowgraphs to show
an ‘‘instantaneous’’ view of heptane spray at 6.99 MPa
absolute injection pressure. Thin dark streaks, representing
droplets, are interspersed with translucent clouds of vapor. In
a time-averaged representation the vapor clouds and droplet
streaks would be blurred together, so only a measurement of
very short time duration will give an accurate representation
of the vaporization process.

Measurements Within the Spray Plume

Figures 5-7 show that vapor is bounded by the spray plume,
so that measurements of vapor concentration must be made in
the presence of large numbers of droplets in order to study the
vaporization process. The optical technique for measuring
time-averaged local vapor concentration based on scattering
of infrared and visible laser beams introduced in an earlier
section of this paper not only accounts for droplets, but also
provides time-averaged number density and size distribution
data as additional information. The technique also is non-
intrusive. Measurements are time-averaged, rather than in-
stantaneous, but they provide information which was
unattainable previously and is suitable for comparison with
the predictions of current spray models [3, 5, 9, 10].

Droplet Number Density and Size Distribution.
Measurements of the liquid-phase behavior were made in
“axial planes 25 and 50 mm below the atomizer tip at a single
injection pressure of 1.48 MPa. The line-of-sight averaged
extinction and droplet-size distributions were deconvoluted
into the actual radial variations of droplet number density and
droplet-size distribution in those planes under the assumption
of axial symmetry. This assumption was checked by com-
paring data taken at identical radii on opposite sides of the
centerline. The radial variations of the two sets of data were
identical, and the numerical values (extinction and line-of-
sight average distribution) were essentially the same if the
“‘center’’ of the spray was shifted 5 percent of its diameter
from the geometric nozzle centerline. The uncertainty in-
tervals for these results were estimated as +25 percent for
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Fig. 13 Radial variations of liquid-phase volume fraction at 1.48 MPa
injection pressure

number density and +20 percent for size distribution (at the
95 percent confidence level).

The radial variations of droplet number density are shown
in Fig. 9. Both axial planes exhibited rapid decreases in
number density with increasing radius. Droplet-size
distributions at three selected radii in the 25 mm plane are
shown in Fig. 10 and similar results for the 50 mm plane in
Fig. 11. The radial variations of Sauter-mean diameter
calculated from the droplet size distribution at each radius are
shown in Fig. 12. These results reveal the nature of the spray,
i.e., the interior of the spray contains relatively large numbers
of small droplets (diameters from 10 to 25 um) while the outer
edge contains considerably fewer but larger droplets
(diameters from 60 to 85 um). Combining these results into
the liquid-phase volume fraction presented in Fig. 13 clearly
shows the bulk of the liquid is confined to the outer region.
Mixing is evidenced by the increase of the width and decrease
in magnitude of the high volume fraction region in moving
from the 25 to the 50 mm axial plane.

Vapor Concentration. Measurements of vapor con-
centrations were made in the 25 and 50 mm axial planes at a
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single injection pressure of 1.48 MPa. Line-of-sight average
droplet-size distribution measurements combined with in-
frared attenuation measurements permitted calculation of the
actiial radial variations of n-heptane vapor concentrations in
the two planes under the assumption of axial symmetry.

The radial variations of fuel vapor concentration are shown
in Fig. 14. Arrows denote the edges of the spray. The vapor
concentrations increase monotonically toward the center of
the spray. At both heights the vapor pressure on the axis of
the spray is slightly less than the saturation vapor pressure at
300K.

A striking analogy appears in a comparison between the
radial variations of droplet number density in Fig. 9 and
vapor concentration in Fig. 14; both of these quantities
decrease almost linearly with distance from the axis of
symmetry of the spray. Because droplet sizes inside the spray
are small, with Sauter-mean diameters of 20 um (except close
to the edge of the plume), negligible relative velocity with
respect to local gaseous flow should be expected, and the
droplets behave like molecules of a gaseous species to be
mixed with the surrounding gaseous flow. Thus, in the in-
terior region of the spray droplet concentrations are affected
by the same fluid transport processes which control the
dispersion of vapor, providing a rationale for the similar
appearance of Figs. 9 and 14. At the periphery of the spray
entrained air convects both vapor and smaller droplets inward
without similarly affecting the relatively large droplets. Thus,
no vapor appears exterior to the droplet region.

Journal of Fluids Engineering

Summary of Results

1. Measurements of spray plume geometry varied ac-
cording to the measurement technique used.

2. For the experiment performed, entrainment confined
the vapor within the spatial volume containing droplets
until the spray stopped spreading.

3. A new non-intrusive optical technique produced
measurements of vapor concentration within a volatile

spray.
4. The radial variation of droplet number density
mirrored that of vapor concentration.
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ponents followed by synthesis of the component solutions. In contrast to other
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Sformulations that correctly represent interaction, the technique presented herein has
the computational advantage of decomposing the anaysis into steps. The most time-
consuming step is structural analysis, which may be delegated to existing, efficient

computer algorithms. The synthesis method is outlined, the advantages discussed
and application illustrated with numerical examples.

Introduction

Pipe vibrations caused by internal liquid pulsation may
exhibit displacements of relatively large amplitude and the
system may subsequently fail through fatigue of piping or
supports. As an example, modern petrochemical processes,
such as certain steps in the production of synthetic fuels,
require higher temperatures and pressures than were com-
monly encountered in the past. Higher pressures necessitate
the use of reciprocating pumps, which produce large am-
plitude, low-frequency flow pulsation. Higher temperatures
necessitate minimal structural restraint of the piping in order
to avoid excessive thermal stress. Because of the resulting low
stiffness, the piping exhibits structural resonance at relatively
low frequencies. If one of the first few harmonics of pump
pulsation coincides with a resonant frequency of the piping,
severe vibration results, which can damage supports and
secondary piping.

In engineering practice the phenomenon typically is
analyzed by using a transfer function procedure or electrical
analog to predict oscillatory pressures in the liquid, followed
by a finite element solution to estimate response of the pipe
structure to those pressures. The fluid analysis includes
reduction in sonic velocity due to compliance of pipe walls,
but assumes that pipes do not bend, twist or elongate. The
only liguid property considered in the structural analysis is
mass. Resonant frequencies of the fluid-structure system are
assumed to be the union of resonant frequencies of the liquid
and structure as determined by the separate analyses.

Previous investigators have noted that resonant frequencies
of liquid-filled piping generally are not the same as would be
predicted by fluid and structural analyses conducted in-
depedently. There is the danger that analysis as currently
performed will fail to predict resonance of compliant piping

Contributed by the Fluids Engineering Division and presented at the Joint
Applied Mechanics, Fluids Engineering, and Bioengineering Conference,
Boulder, Colo., June 22-24, 1981, of THE AMERICAN SOCIETY OF MECHANICAL
ENGINEERS, Manuscript received by the Fluids Engineering Division, October
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at a particular frequency. If that frequency coincides with a
low-order harmonic of the exciter to which the piping is
connected, destructive vibrations will result when the system
is operated. Various formulations have been proposed that
correctly couple the liquid to the pipe structure and therefore
predict resonant frequencies accurately. The present paper
offers an accurate alternative method based on separate
analyses of the pipe structure and liquid components,
followed by imposition of continuity and force constraints
that couple the results of the separate analyses. Because
dynamic response of the structural component is expressed in
modal parameters, the method may be considered as an
extension of the modal synthesis technique of structural
engineering. That method is approximate because the
response of a continuous system is represented by a finite
number of modes; however, any degree of precision may be
achieved by including a sufficient number of modes.

Advantages of component synthesis over one-step
procedures for analysis of fluid-structure interaction in piping
are:

1 Decomposition of a single, typically large, system
matrix into smaller matrices which are solved independently
of one another. This can save considerable computation cost
since the time required to solve a matrix is proportional to the
square of its dimension.

2 Utilization of existing progams for dynamic structural
analysis so that their considerable efficiency and
sophistication is exploited directly without having to in-
corporate them into a more comprehensive fluid-structural
analysis program,

3 Providing a way to incorporate in the analysis data from
field test on pipe structures. For example, a newly-constructed
empty pipe system could be tested before start up to determine
its structural modal parameters. If these differ appreciably
from design values, the synthesis step of analysis is repeated
using the modal parameters derived from test results to
predict interactive response of the piping as actually con-
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structed. Necessary revisions can be designed and im-
plemented before the new system is operated.

Previous Studies

The present paper is concerned with pipe vibrations induced
by internal fluid pulsations which propagate throughout the
system and create unbalanced oscillatory pressure forces at
locations where either flow area or direction changes. The
fluid motion is caused by a source of harmonic excitation such
as a reciprocating pump or oscillating valve. Literature on
transient as well as oscillatory motion is cited herein in order
to provide a more comprehensive perspective. The references
portray a progression from axial wave and single degree of
freedom pipe motion, through multidimensional wave
equations, to finite element and modal approximations.

Reduction of the acoustic wave speed by circumferential
and axial deformation of a pipe is described in numerous
sources, e€.g., the text by Wylie and Streeter [1]. This
modification has been used traditionally in the prediction of
waterhammer and oscillatory flows in fluid-filled lines where
pipe motion is insignificant. For downstream load rejection,
i.e., rapid valve closure, on a straight pipe Skalak [2], Thorely
[31, and Williams [4], among others, coupled the longitudinal
wave equations of the fluid and the pipe to predict the
presence of a tension wave in the piping material, which is a
precursor to the primary waterhammer, or acoustic, wave.
Skalak [2] gives a review of this type of analysis, in which the
pipe motion is primarily in the axial direction and is due
entirely to elastic elongation. Regetz [5], D’Souza and
Oldenburger [6], and Jones and Wood [7] have dealt with
oscillatory flow setting up a vibratory, axial pipe motion for a
single line. As in the transient case, no pipe translation was
taking place, so that the pipe movement was of small
magnitude and due only to-elastic elongation. For the pipeline
investigated by Regetz [5] and in one experiment by D’Souza
and Oldenburger [6], the natural frequency of the pipe motion
was sufficiently low to interfere with a lower mode of
vibration of the fluid column.

Nomenclature

In related studies Wood [8, 9] coupled unsteady flow with a
single degree of freedom spring-mass component located at
the end of a rigid, relatively immobile pipe. Significant fluid-
structure interaction was demonstrated. That analysis also is
valid for pipe systems exhibiting single degree of freedom
vibration. Blade et al. [10] investigated the vibrational motion
of a long hydraulic line with a right-angle bend at the mid-
point. The system was constrained to allow only longitudinal
motion in the downstream section, thus creating a single
degree of freedom system. The coupled fluid-structural
analysis was corroborated by experimental data.

Fully coupled fluid-structure interaction for piping with
multiple structural degrees of freedom has not been analyzed
extensively. Typically, in both transient and vibrational
situations, the piping is assumed rigid and the fluid motion is
predicted using conventional characteristics or impedance
methods. Subsequently the hydrodynamic loads are applied to
pipe components to determine the structural response. An
example of this technique of noninteractive analysis is given
by Mahoney et al. [11]. Uncoupled fluid vibrational analysis
for complex piping networks has been developed by Zielke
and Hack [12], Wylie and Streeter [1], and Chaudhry [13].

Analysis with interactive coupling can be effected by
considering wave motion in the pipe walls as well as in the
fluid component. Davidson and Smith [14] developed a
combined liquid-structure transfer matrix for a pipe bend and
experimentally demonstrated the validity of their analysis. As
an extension of that work, Davidson and Samsury [15]
developed a more accurate solution, analyzed a non-planar
pipe system incorporating three bends, and validated the
results experimentally. Wilkinson {16] outlined a method to
predict general piping system vibrational response using the
transfer matrix approach: equations in physical coordinates
couple five wave families, one in the fluid and four in the
piping structure. In a later work Wilkinson [17] presented a
simplified theory for transient, solitary wave propagation in
the close vicinity of tees, bends, etc., to show the basic
mechanisms involved at such discontinuities. Ellis [18]

A = vector of pipe cross-
sectional areas
acoustic or pressure
pulse wave speed of
fluid component
complex number for

fluid displacement

a = [Gr] =

(Gs] =

complex-valued
matrix of fluid

Dy

Go

complex-valued vec-
tor of absolute fluid
displacements at
points
complex-valued vec-
tor of absolute
structural displace-
ments of points on
the pipe walls and
supports
complex-valued vec-
tor of forces at
points on the pipe
walls and supports
complex-valued vec-
tor of applied ex-
ternal forces at
points on the pipe
walls and supports
characteristic com-
pliance
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through orifice

compliances [RLISL,IT),[U] = connectivity mat-
complex-valued rices

matrix of structural t = time

compliances ¥ = complex-valued vec-
matrix of valve tor of fluid
compliances volumetric displace-
imaginary unit v/ — 1 ments into pipe
structural stiffness network at points
length of fluid x,y,z = Cartesian coor-
component between dinates

points Z, = characteristic im-
mass pedance
complex-valued vec- o = pipeslope

tor of fluid 8 = ratio of orifice area
pressures at points to pipe area
- instantaneous pres- v = complex propaga-
sure drop across tion constant
orifice ¢ = structural damping
mean pressure drop ratio

across orifice p = mass density of fluid
complex number for . w = angular frequency
pipe discharge w; = resonant angular
mean discharge frequency for ith

mode
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analyzed the transient behavior of a pumping station pipe net-
work. By assuming release of certain force components at
elbows and tees, he was able to utilize the method of
characteristics for coupled fluid and pipe motion. Gibert et al.
[19] described an experimental study of piping with an in-
verted U configuration which exhibited low-frequency

resonance. Vibrations were induced by a stationary, partially.

closed gate valve creating downstream flow instabilities.
Included was a finite element technique to couple liquid and
- structure and obtain modal parameters of the combined
system, plus discussions of the various sources of vibrational
excitation in piping systems and the use of power spectra to
characterize them. Olson [20] devised structural analogs for
unsteady flow in a variety of acoustic components. The
formulations suggest the possibility of modelling both piping
and contained liquid as solid elements, appropriately linked,
and then analyzing the combined system with a structural
finite element algorithm. Schwirian and Karabin [21] recently
have implemented this type of analysis.

Analysis of dynamic behavior of structures typically is
accomplished by matrix transformation that uncouples the
equations of motion. The transformation vectors consist of
displacements corresponding to modes of the undamped
structure. These, together with the natural frequencies,
transformed mass, stiffness and damping matrices, are
termed ‘‘modal parameters.” Modal superposition is the
technique of expressing response of the structure to a par-
ticular dynamic load as a linear combination of modal
parameters. Discussion of uncoupling the equations of
motion, and subsequent response estimation by modal
superposition, may be found in most contemporary texts on
structural dynamics [22].

Modal synthesis is an extension of modal superposition in
which the response of a structural system is expressed as a
linear combination of modal parameters of two or more
physical components of the system. Much of the pioneering
work on modal synthesis is credited to Hurty [23] and is
discussed in his survey paper [24]. Specific derivation for
sinusoidal forcing functions is given by Klosterman and
Lemon [25]. A later paper by Klosterman et al, [26] presents
techniques for improving numerical accuracy achieved with a
limited number of modes.

Karnopp [27] applied modal synthesis to oscillatory flows
and pressures in linear acoustic filters. The motivation was to
extend the frequency range over which lumped parameter
models are valid. A combined structural-acoustic system
representing a vehicle passenger compartment was analyzed
by Wolf [28], using modal synthesis, to determine interior
acoustical response.

Theoretical Development

The fundamental concept of the synthesis technique is that
the dynamic response of a system may be expressed as a linear
combination of responses of components of the system. For
fluid-structure interaction in piping, the solid portion of the
system, augmented by the mass of the liquid, is considered a
single component. It includes not only the pipes, but hangers,
guides, rack, and other flexible support structures as well.
Modal parameters, i.e., natural frequencies, apparent mass,
stiffness, damping, and mode shapes, provide a concise
description of dynamic behavior of the structural components
from which approximate response at any frequency may be
computed. Modal parameters are determined by test of the
actual pipe structure or by analysis using a finite element
program such as ANSYS [29].

Oscillatory pressures in the liquid exert forces on the piping
at velocity discontinuities such as elbows, tees, reducers and
blind ends, and at pressure discontinuities such as orifices and
nozzles. The liquid in each reach of pipe between adjacent
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discontinuities is considered a separate distributed parameter
component. Oscillatory behavior of each of these components
may be expressed approximately as a linear combination of
modal parameters, Alternatively, transfer functions can be
derived that are exact and concise, and hence are preferable.

Associated with each velocity and pressure discontinuity is
a displacement continuity constraint and a set of fluid forces
acting on the piping. Structural force-displacement relations
for degrees of freedom corresponding to discontinuities are
derived from modal parameters and, together with the fluid
force expressions and fluid transfer functions, are substituted
into the continuity constraints to produce the system matrix
equation. The resulting unknowns are pressures at discon-
tinuities. Input excitations are oscillatory flow and oscillatory
force. Inclusion of the latter permits the method to simulate a
field test in which resonant frequencies are determined by
vibrating the pipe at a velocity discontinuity while monitoring
pressures at various points.

Assumptions. Assumptions necessary for synthesis of
liquid and structural components are:

1 Linear relationships for force and displacement. In-
cluded in this assumption is the accepted condition of
oscillatory flow in which fluid particle displacements are
sufficiently small that linearization of the wave equations is
appropriate.

2 Structural displacements are small relative to the wave
lengths of the fluid pulsations.

3 Axial strain in the piping is at least several orders of
magnitude less than unity.

4 Cross-sectional deformations of the pipe are negligible
compared to the other displacements. The sonic velocity of
the liquid is reduced to account for pipe wall compliance, but
these deformations do not appear in the continuity and
equilibrium constrants.

5 Wave lengths of fluid pulsations are much larger than
pipe diameters so that pulsations may be considered one-
dimensional.

6 Mean velocity of the liquid is much smaller than sonic
velocity.

7 Structural modes are not coupled by damping.

8 Forces are transmitted from the liquid to the pipe walls
at discrete locations termed points. Implicit in this assumption
is the condition that friction forces exerted by the liquid on the
pipe walls are negligible, or can be lumped at points.

9 Acceleration forces of fluid on pipe walls are negligible
compared to pressure forces.

10 Structural damping is viscous and proportional to
mass and stiffness.
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System Equations for Synthesis. Let points on a pipe
network and its supporting structure be selected such that
there is a point at each fluid velocity discontinuity, one at each
pressure discontinuity, and one at each location where ex-
ternal forces are applied directly to the structure. Additional
points may be selected at other locations where computation
of pressures and displacements is desired. The displacement
of each point is expressed as a linear combination of x, y and z
translations and rotations, giving six structural degrees of
freedom for each point. However, restrained degrees of
freedom and those for which there are no fluid force com-
ponents may be omitted. In general, the number of degrees of
freedom needed for component synthesis will be much smaller
than the number of degrees of freedom needed for the
structural finite element analysis of the same pipe network
and supports.

Compliance for a linearly elastic structure is expressed by

D¢ =[Gs)F 69

in which the vectors and matrix are dimensioned by the
reduced number of structural degrees of freedom associated
with points. For sinusodial forces the compliance terms may
be expressed in modal parameters [25].

Two linearized equations, derived in the Appendix, may be
written for each pipe to relate fluid displacements at the
upstream and downstream ends to upstream and downstream
pressures. These equations are combined into a fluid com-
pliance equation:

Dp=[G¢lP (2)

Associated with each fluid velocity discontinuity are a
displacement or continuity constraint and forces acting on the
piping. For example, the continuity constraint for the
generalized junction / shown in Fig. 1 is

¥ = EAJ.DFJ.,. —Dg;, E Ajcosa; —Dyg, EAj sinay &
J 4 !

This generalization of an expression suggested by Wood [8]
has been simplified by omission of translation in the z
direction and of rotations, which have little effect on fluid
displacements into the nearly concentric junctions of practical
pipe networks. The expression for forces applied to the piping
in the x direction in Fig. 1 is

FIX:FI/\_EPJIAJ Cosaj (4)
J

which is subject to the identity
P =Py &)
for all pipesj # k incident on point .

Associated with each pressure discontinuity are a pressure
constraint, a continuity constraint, and forces acting on the

Journal of Fluids Engineering

PIPE A

ST T

PIPE B

Fig. 3 Experimentzal system of Blade et al, (10), Parameters are: | =
10.35m, A = 3.8cm*“,a = 1143m/s, p = 773kglm3, B = 0.072, £ = 0.16,
m = 12kg.

piping. For example, the pressure constraint for the orifice {
shown in Fig. 2 is

GVi[Pji_Pik]_Dﬁi+DSix COSoty +DSiy Sinak=0 (6)
An expression for Gy is derived in the Appendix. The con-

tinuity constraint at the pressure discontinuity is given by the
identity

Dy =Dy )
The forces applied to the piping in the x direction in Fig. 2 are
Fi=Fi +[Pji — Py ]A;{1 — B;]cosay ®

The identities given by equations (5) and (7) are used to
identify the independent vector bases for pressure and fluid
displacement, P and Dr. The force expression, equations (4)
and (8), may be combined to form a matrix function in terms
of the pressure vector:

F=F"+[R]P ©)

The continuity constraints, equation (3), are combined with
relations for pressure discontinuities, equation (6), to form a
matrix function in terms of the displacement and pressure
vectors:

¥=[81Dr + [T Ds + [U]P (10

Note that ¥, = 0if point i is a pressure discontinuity, and that
unknown volumetric displacements into the network have
been eliminated from the expression by replacing them with
corresponding unknown fluid displacements at pipe ends.
Equation (9) is substituted into equation (1), and the resulting
expression along with equation (2) is substituted into equation
(10) to produce the system equation

¥ - [TI[Gs]F’ = {[SI[GF] + [T][Gs][R] + (U1} P (11)

This expression is solved to find the unknown pressures, given
known volumetric displacement inputs and applied external
forces. Subsequently, equations (2) and (9) are employed to
compute fluid displacements and forces on the pipe walls, and
equation (1) is used to compute structural displacements.

_Application

The piping illustrated in Fig. 3 was investigated by Blade et
al. [10] to determine the effect of displacement response of the
elbow on oscillatory pressures in the liquid. Their results have
been used to validate the synthesis method for this elementary
pipe system.

Because all forces are in the xy plane and the structure is
symmetric about this plane, no z- translational nor x- and y-
rotational degrees of freedom need to be considered. The z-

SEPTEMBER 1982, Vol. 104/ 321

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



.00

8 i
o o
1
[an]
g g,
3 : .2
e 5
o« [an)
T Ts
§ -
8 g
o -]
a &
K 51
-8 ~8
8(:;‘ go'
g E
&2 N
= 5%
£ <8
8% 871
- -
g g
- I
1] T
2 S
o , o 5 5 . . .
'a.00 20.00 40.00 50.00 80.00 100.00 0.00 20.00 40.00 60.00 80.00 100.00
FREQUENCY, HzZ FREQUENCY, HZ
Fig. 4 Driving point compliance versus frequency for Gy/Gg —, Fig.5 Driving point compliance versus trequency for Gy/Gg — o, k =
k—o0, wy — 79.5kN/m, »; = 82 rad/s (13 Hz)
7]
2 o
& [=)
&
g 3
"8 o
we a
[72] r
< "
0_.9: 1:I:d
(ID_ <+
o o
w o’ °
S <)
&
S a7
:'1..
~3
~3 oo
5o e
¢ £
< 8
~8 oo
=3 5
bl ¢o]
w ao
o -9
Eg So
o g’
o1
—
“
o o
. 1
ol
¥
-+
N
n (=}
o 'D.00 20.00 40.00 60.00  B0.00 100.00
'0.00 20.00 40.00 0.00  80.00 100.00 FREQUENCY, HZ
FREQUENCY, HZ : Fig. 7 Driving point compliance versus frequency for Gy/Gy = 1.40, k
Fig. 6 Driving point compliance versus frequency for GylGg = 1.40, = 79.5 kN/m, w4y = 82 radls (13 Hz). Circles are experimental data of
k—oo,wj —o Blade et al. {10].
322/ Vol. 104, SEPTEMBER 1982 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



rotational degrees of freedom do not enter into fluid-structure
coupling because there are no applied moments nor flow axes

eccentric to points. The pipe is supported such that trans- y 4
lations in the y direction are negligible compared to trans- o 2.0m
lations in the x direction. Because the axial stiffness of the 3 - 2V ke~
pipe is much greater than that of the spring, the x- 20m | [\®
translational degrees of freedom of points 2 and 3 may be
considered identical. Therefore, the system has only one z 30.6m
structural degree of freedom. The structural compliance 306m
expression is 5
Dy, =Gs(Fp +Fy) (12) 63.7m yi5m 4@
. . v
in which I N 2
1 Fig. 8 Piping system with two structural degrees gf freedom.
Gs= 5 . (13)  Parameters are: A ‘= 181.5cm?, a = 1280mls, p = 998kg/m>, w; = 45.9
K[~ (w/wp )]+ 2i8(w/wy) ) radls (7.3Hz), wp = 61.6 radls (9.8 Hz).
Fluid compliance is given by the expression
Dy, Grati  Grap 0 P, in Figs. 4 and 6 is contrasted with a compliant one, kK = 79.5
kN/m, in Figs. 5 and 7. The natural frequency of the com-
Dray Gran Gram 0 P, pliant pipe structure is w; =82 rad/s, or 13 Hz. Figure 7
= (14)  corresponds to the configuration analyzed by Blade et al. [10],
D, 0 Gren Gran Py and their experimental data are shown for comparison. Their
D 0 G G theoretical impedance solution, not shown here, is identical to
FB3 FB32 HFBY3 the component synthesis analysis shown in Fig. 7.
The first four resonant modes of the fluid column occur at
. . frequencies of approximately 14, 42, 70, and 98 Hz; these are
Forces on the piping are seen in Figs. 4 or 6 for the stiff piping. An orifice placed at the
F 0 -4 0 p downstream end of the pipe damps the compliance response,
2 5 1 (15) as seen by comparing either Figs. 4 and 6, or Figs. 5 and 7.
F 0 0 (1-P)A, P, The effect of pipe motion has a prefound impagt_ on the
system response. For both the open-ended and orifice con-
P, figurations, two resonances replace the fundamental fluid
resonance of 14 Hz. Generally, higher modes are relatively
unaffected, although the mode at 70 Hz increases in am-
Continuity and pressure constraints are plitude, as shown by Figs. 6 and 7.
+ A, 0 0 0 0 000 | Dgq ]
0 = 0 -A, Ag 0 —Ag 0 00 Dy
0 0 0 0 —Ag Ag 0 0 AgzGy Dpp,
DFB3
(16)
DSxZ
P
Py
L Py

Equation (15) is substituted into equation (12), and the result,
together with equation (14), is substituted into equation (16)
to form the following system equation:

¥ A4Gran A4 Grar
0 = ~A4Gran ApGppyn — A, Gryy + ARGy
0 0 —ApGrpy —AjGs

This equation was solved for pressures corresponding to a
unit volumetric displacement at point 1. Driving point
compliances D,/(P,G,) are shown in Figs. 4 through 7. In
Figs. 4 and 5 the compliance at location 3 (Fig. 3) is infinite,
that is, the orifice is removed. In Figs. 6 and 7 the orifice
compliance at location 3 is equal to 1.40 times the charac-
teristic compliance. The effect of a rigid pipe structure, k — oo,

Journal of Fluids Engineering

An example piping system in three dimensions and with
multiple degrees of freedom is shown in Fig. 8. The first
structural mode is translation of segment 2-3 in the y direc-
tion; the second structural mode is translation of segment 3-4

0 P,
ApGrpgy ~A3Gs(1 - 0) P, (17
ARGs(1-B) +ApGy —~ ApGrpys P,

in the z direction. Excitation is provided at location 1 by a
forced sinusoidal volumetric input. The frequency response of
the driving point compliance D,/P, is shown in Fig. 9. The
dashed lines show the noninteractive (uncoupled) analysis and
the solid lines relate the interactive (coupled) analysis. It is
apparent that significant shifting of resonant frequencies
occurs when coupling is included. Figure 10 shows the
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ft = .3048m, 1 Ib/ft = 47.88Pa.

translation in the y direction of point 3. The dashed lines are
the displacement predicted by applying the uncoupled
dynamic pressure forces (represented by the uncoupled
response in Fig. 9) to the structure and subsequently deter-
mining its response. In contrast, the solid lines show the
interactive displacement response predicted by component
synthesis. Both Figs. 9 and 10 illustrate the severe drawback
of uncoupled analysis, namely, it does not accurately predict
resonant frequencies of the combined fluid-structure system.

In general, analyses that do not consider coupling of fluid
and structure may produce such dangerously inaccurate
estimates of lower resonant frequencies when both the
structural stiffness is low and the mass of the piping is not
much greater than the mass of the contained fluid.

Summary and Conclusions

Pipe vibrations induced by internal fluid pulsations are
encountered in industrial piping systems. Resonant
frequencies of such piping are not estimated reliably by
separate analysis of fluid and structure; the result can be
severe vibration not predicted by design analysis. For-
mulations exist that correctly couple liquid and structural
behavior. Unfortunately, they require solving a matrix that is
necessarily larger than the system matrix for a purely
structural analysis. Compared to these single-step for-
mulations, component synthesis offers the computational
advantages of solving two matrices instead of a single larger
one, and of using existing structural analysis programs for the
larger of the solutions. The necessary assumptions are valid
within the frequency range corresponding to the first severa
harmonics of reciprocating pumps. '
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Modal description uses the parameters of a finite number of
modes to represent behavior of systems that have an infinite
number of modes. One must ask how many modes of the
structural component should be included to achieve given
precision within a given frequency range. Guidelines cannot
be established until additional theoretical and experimental
work is completed. For purely structural applications, inertia
restraint and residual flexibility terms [25] may be in-
corporated to compensate for omitted modes. It is probable
that utilization of these terms could increase the efficiency of
the synthesis technique for fluid-structure systems as well.

The piping systems analyzed herein have up to two coupled
degrees of freedom. Clearly, experimental validation of
component synthesis for fluid-structure interaction in more
complicated piping is needed. In addition, studies are
necessary to incorporate acceleration forces, to determine
numerical precision as a function of number of structural
modes included, and to incorporate factors that compensate
for omitted modes. With further development, the method
may have application to higher frequency oscillation and to
fluid transients, where nonperiodic loading could be
represented in the frequency domain by Fourier trans-
formation.
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APPENDIX

Derivation of Fluid Compliance Functions

For forced oscillations in a pipe, the equations of motion
and continuity can be linearized and solved for the in-
stantaneous pressure and flow expressed in the form
Px)exp(iw?) and Q(x)exp(iwt), respectively [1]. The function
P(x) and Q(x) are given by '

Journal of Fluids Engineering

P(x) =P, coshyx—Z,Q, sinhyx (18)

P
ox)=— Tlsinhfyx—i- Q, coshyx 19)
0

in which P, and Q, are complex pressure and discharge at the
upstream location 1, and +y is the complex propagation
constant. The characteristic impedance is
Zy=vpa*/(inwA) (20)
The fluid displacement D(x) is related to Q(x) in the manner
D(x) = Q(x)/ (iwA) D

Note that the displacement is «/2 radians out of phase with
respect to discharge. Replacing Q(x) and Q, in equations (18)
and (19) by D(x) and D, results in

D
P(x)=P,coshyx— ! sinhyx 2
0
D(x) = — Gy P,sinhyx + D, coshyx 23)
in which Gy is a ““characteristic compliance’’
Go=1/(ypa?) (24)

Transfer functions which relate conditions at the upstream
location 1 to those a distance / downstream at location 2 are:

D
P, = P coshy/ - !

sinhy/ 25)

0
D, = — Gy P,sinhyl/+ D, coshyl (26)

Equation (25) and (26) can be rearranged in the transfer
matrix form

D, Goctnhyl  — Gy/sinhyl P,
= 27
Dz G() /Slnh'yl - GO Ctnh'y[ Pz

For an assumed frictionless flow the complex propagation
constant reduces to iwa, and the compliance matrix becomes

ctn(wl/a) 1
- paw pawsin{wl/a)
[Grl= (28)
1 ctn(wl/a)
 pawsin(wl/a) paw

Equation (27) relates to a column of fluid in a single pipe
reach. For a piping system the overall compliance matrix,
given by equation (2), is composed of individual compliances
for each reach; an example is given by equation (14).

The fixed orifice boundary condition in linearized form is
given by [1]

o

QV ZK“PAPV
in which Q and AP are the mean discharge and pressure drop
across the orifice, respectively, and Q, and AP, are the
complex instantaneous discharge relative to the moving valve
and pressure drop. With equation (21) Q can be replaced by
Dy, the fluid displacement relative to the valve, so that
equation (29) becomes

29

Dy=GyAP, 30)
wherein the valve compliance is
Gy =0/QRiwAAP) 31

Additional boundary conditions can be related to point
compliances in a similar manner. Examples include a rotating
valve, and accumulator, and a lumped capacitance element.
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The Form Drag of Three-
Dimensional Bluff Bodies
Immersed in Turbulent Boundary
Layers

H. Sakamoto

M. Moriya
y Measurements of the pressure distributions on the three-dimensional bluff bodies
are correlated with the characteristics of the smooth-wall turbulent boundary layers
S. Taniguchi in which the bodies are immersed. The bluff bodies selected for measurement were a

cube and a vertical circular cylinder which can be considered as typical examples of
three-dimensional bluff bodies. Experimental data were collected to investigate the
effects of (1) the variation of the height of bluff bodies h, (2) the characteristics of
the smooth-wall boundary layers in which they are immersed, on the form drag
acting on the three-dimensional bluff bodies. For flow with zero-pressure gradient,
the form drag coefficients of the cube and the vertical circular cylinder defined by
Cp, =D/ (1/2pt2h?) are found to be expressed as a power-law function of hu./vin
the range of h/6 less than about 1.0, where D is the form drag, u, the shear velocity,
v the kinematic viscosity and 6 the thickness of the undisturbed boundary layer at
the location of the bluff bodies. For h/6> 1.0, the drag coefficients are independent
of the parameter u./U,, being uniquely related to h/6. Further, the pressure
distributions along the front centerline of each bluff body can be expressed by a
single curve irrespective of both the height of the bluff body and the boundary layer
characteristics and show a good agreement with the dynamic pressure in an un-
disturbed boundary layer at the location of the bluff bodies in the range of about

Department of Mechanical Engineering,
Kitami Institute of Technology,
Kitami, 090, Japan

M. Arie

President, Hokkaido University
Sapparo, 060, Japan

0.2<y/h<0.7, where y is the distance from the wall.

1 Introduction

The flow of an incompressible fluid over bluff bodies is one
of the basic problems repeatedly drawing the attention of
many research workers. Especially, the prediction of the drag
and lift forces acting on a body concerned is of great im-
portance for practical purposes, and hence, a considerable
amount of effort has been devoted to this subject. However, a
major part of this effort is concerned with two-dimensional
bluff bodies located in a uniform stream of infinite extent.
Because of its complex nature, the flow around the bluff
bodies which are attached to a plane wall still remains in the
category of difficult and interesting problems to be in-
vestigated further. The flow around the bluff bodies attached
to a plane wall is also of great practical importance in con-
nection with such diverse applications as the wind load on the
man-made structures, the oscillation characteristics and noise
of the high-speed vehicles, the effect of roughness on the
boundary layer characteristics, and the effectiveness of the
spoilers on an airfoil, etc.

Recently, experimental investigations on the flow around
the bluff bodies attached to a long plane wall on which a
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turbulent boundary layer develops have been reported by
several authors. Good and Joubert [1] measured in detail the
pressure and mean-velocity profiles around normal flat plates
immersed in an equilibrium turbulent boundary layer with
zero-pressure gradient to show that the drag coefficient obeys
a wall-similarity law with respect to the plate height, which is
similar to the wall-similarity law of the mean velocity profile
in the turbulent boundary layers. Arie et al. [2] and Sakamoto
et al. [3] showed that the same type of wall-similarity law is
also valid for the rectangular cylinders with various width-to-
height ratio and the flat plate at various angles of inclination
respectively. More recently, Ranga Raju et al. [4] demon-
strated that the form drag coefficient of a two-dimensional
fence placed in the rough-wall turbulent boundary layer under
zero-pressure gradient is a unique function of #/y’, where y’
is the roughness length.

All the investigations mentioned above are concerned with
the form drag of the two-dimensional biuff bodies attached to
a plane wall. However, since the hydrodynamics charac-
teristics between the two-dimensional and three-dimensional
bluff bodies attached to a plane wall are considerably dif-
ferent, the values of the form drag of the three-dimensional
bluff bodies such as the man-made structures on the ground
and the roughness elements on the boundary surface, cannot
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accurately be estimated based on the experimental results of
the two-dimensional cases of bodies.

This study intends to experimentally clarify the form drag
acting on a cube and a vertical circular cylinder in correlation
with the characteristics of the smooth-wall boundary layer in
which they are immersed. Among the possible types of three-
dimensional obstacles, a cube and a vertical circular cylinder
were selected as the most suitable ones to establish the model
law. Since many natural obstacles like man-made structures,
roughness elements on the surface of solid wall, spurs in river,
etc., exhibit similar configurations, structural engineers
calculating wind loads, hydraulic engineers designing spur
dikes for river drainage and agricultural engineers dealing
with shelter belts will find information on these drags useful.

2 Parameters to be Included

The physical parameters governing the flow around the
three-dimensional bluff bodies set on a plane wall will be
considered first. It has been well established that a fully-
developed turbulent boundary layer becomes self-preserving.
The mean velocity and turbulent properties in the boundary
layer have similar nondimensional profiles at each station
downstream of a certain point, where the boundary layer
attains its fully developed form, when flowing along a smooth
floor under zero pressure gradient. The properties of the
turbulent boundary layer can be specified by free-stream
velocity U,, shear velocity u,, kinematic viscosity », density of
the fluid p and thickness of the boundary layer é.

The variables characterizing the geometrical shape of the
two bodies dealt in the present paper are determined as
follows: the height 4 in the case of the cube, and the height A
and diameter d in the vertical circular cylinder, respectively.
Since the diameter d of the cylinder selected for measurements
was equal to its height A, we finally chose only the height /4 as
the variable characterizing the geometrical shape of these
bodies.

Accordingly, the functional relationship for the variation
of form drag D of the three-dimensional bluff bodies placed
in a turbulent boundary layer may be written as

D=f(h,u,,U0,5,p,1/) (1)

By dimensional analysis, one gets the following functional
relationships from equation (1):

D
<:D'r= I

_ u2h2
2p T

Further, there exists the following relation [5] in the turbulent
boundary layer adopted in the present experiment:

U, 1 ou
= = —log, —
u, « v

(Ao

I
+C+ - w(l) )

where Coles obtained TI=0.55 by assuming that x=0.4 and
C=35.1 for a boundary layer with zero pressure-gradient.
Since these parameters included in the right-hand side of
equations (2) and (3) are directly related by equation (4), the
functional relationship of equations (2) and (3) can finally be
put in a proper form of the correlation:

co=£ (7 3) ©)
Co=ti( ") ©

The main objective of the present investigation is to determine
the functional forms of equations (5) and (6) by experimental
measurements.

3 Experimental Equipment and Procedure

The experimental work was carried out in two closed-circuit
wind tunnels installed at the Kitami Institute of Technology.
All the measurements for the cubes were undertaken in a wind
tunnel with a uniform test section of 0.6 meter high, 0.6 meter
wide, and 5.4 meter long. A series of four turbulence-reducing
screens are installed in the settling section upstream of the
contraction (9:1), and the free-stream turbulence level in the
test section is about 0.2 percent at the free-stream velocity of
25 m/s which was employed in the present experiment. All the
measurements for the vertical circular cylinders were made in
a wind tunnel which has a contraction ratio of 14:1. The test
section of the tunnel has a uniform cross-section of 0.4 meter
X 0.4 meter and the length is 4.0 meters. The free-stream
turbulence level in the test section of this tunnel was about 0.2
percent at the free-stream velocity of 20 m/s.

The ceiling of the test section of each of the tunnels is made
of a flexible sheet of stainless steel so that its shape can be
adjusted to remove the longitudinal pressure gradient. Also,
the test section floor of the tunnels is covered with a smooth
plastic plate of 10 mm thickness in order to eliminate the

D u, h hU,
Cp= — =1, ( U35 ) (2)  effect of the roughness of the surface. The floor itself is used
l pUBR? 0 Y as the plane boundary along which the turbulent boundary
2 layer develops.
Nomenclature
H = shape factor of the bound-
Cp = pressure drag coefficient = ary layer = 8*/6 component in the boundary
Dy (1/2pU3H?) h = height of the cube and the layer
Cp, = pressure drag coefficient = cylinder u, = shear velocity
D/ (1/20u’h?) p = pressure on the surface of x,y,2 = Cartesian coordinate system
Cpy, = contribution of base the cube and the cylinder 6 = thickness of the boundary
pressure to Cp, Do = static pressure of the free layer
Cpy = contribution of front stream 6* = displacement thickness of
pressure to Cp, Py, = pressure on the front the boundary layer
C, = pressure coefficient = (p— stagnation line of the cube 6 = momentum thickness of the
Po)/ (1/20U3) . g = nondimensional dynamic boundary layer, circum-
C,,, = pressure coefficient on the pressure in the turbulent ferential angle of the
front stagnation line of the boundary layer = (u/U,)? cylinder
cube and the cylinder Ry, = Reynolds number = U,0/» p = density of the fluid
D = pressure drag U, = velocity of the free stream v = kinematic viscosity of the
d = diameter of the cylinder "u = longitudinal mean velocity fluid

Journal of Fluids Engineering
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In the present experiment, the height A of the test bluff
bodies was taken up to about 1.5 times the boundary layer
thickness. In the case of the cube, the height 4 selected for

measurement were 7, 10, 15, 20, 25, 30, 35, 40, 50, 60, and 70

mm. The cubes tested were made of acrylic-resin. A number
of 0.5 mm piezometer holes were drilled on one side-face of
the cube, the number of holes increasing with the size of the
cube. In this manner, a fairly detailed measurement of the
pressure distribution on the surface could be obtained, even
for a cube height of 7 mm, which had 25 exposed pressure
taps. The cube was mounted on a disk so that it could be
rotated to attain the purpose of measuring the pressure
distributions on the other side-face of the cube. These
pressure taps were connected to a Betz type of manometer
through 1.0 mm I.D. stainless tube and polyvinylchloride
tubes of various diameters.

The vertical circular cylinders were made of brass with the
same height and diameter. The heights selected for
measurement were 5, 7.5, 10, 12.5, 15, 20, 25, 30, 40, and 46
mm. A large number of 0.5 mm piezometric holes were drilled
on the surface along its height with a spacing which was in-
creased progressively with distance from the top. The
cylinders could again be rotated about their axis so that the
pressure distributions on their entire surface could be
measured. Figure 1 shows the definition sketch of the test
bodies placed in a turbulent boundary layer.

Circular
y Cylinder

4 Characteristics of the Turbulent Boundary Layer

The turbulent boundary layer developing along the floor of
the test section of the wind tunnels was adopted in the present
investigation. The characteristics of the boundary layer are
examined to ascertain whether or not a fully-developed
equilibrium boundary layer was achieved at the location of

" the bluff body.

The mean velocity profiles in the boundary layer flow
agreed well with the experimental data of Klebanoff and
Diehl [6]. Also, the mean velocity profiles in the region near
the wall were confirmed as following the logarithmic law
suggested by Coles [5]:

ui =5.75 1og(y“’) +5.1 )

T 14

The distribution of the longitudinal turbulence intensity in the
boundary layer at the location of the body corresponded well
with the data of Klebanoff and Diehl [6].

The two-dimensionality of the flow field in the test section
of the two wind tunnels was examined by measuring velocity
profiles in the direction normal to the xy-plane at various
distances from the wall. The results showed that a satisfactory
two-dimensionality was realized in the region of about 300
mm in width containing the centerline in the 0.6 m X 0.6 m
wind tunnel and in the region about 150 mm in width in the
0.4m X 0.4 m wind tunnel.

From the foregoing considerations, it was concluded that
the turbulent boundary layers along the floors of the two test

Table 1(a) Characteristics of the undisturbed turbulent boundary
layer at the location of a cube (X = 2865 mm)

RUN| % | 8 mm | 8mm | 6mm Rg Usf),| H
1 15 486 | 75 5.4 | 5164 |0.0371 | 140
2 20 51.6 | 7.9 5.8 | 7396 |00360| 1.36
3 25 504 | 76 56 |8926 |0.0353] 1.34

Table 1(b) Characteristics of the undisturbed turbulent boundary
layer at the location of a vertical circular cylinder (X = 2355 mm)

RUNJU m | 8 mm |6 mm| 8 om| Re | Usig| H
1 12 30.0 4,9 3.5 252310.0408| 1.40
2 16 39.0 6.3 4.5 4286{0.0384| 1.38
Fig. 1 Definition sketch for a test body placed in the turbulent 3 20 L48 6.6 4.9 5904(0.0376| 134
boundary layer
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Uo= 25mis
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Fig.2 Pressure distributions on the surface of a cube. The uncertainty
in the ordinate is +0.01 and that in the abscissa is less than +0.005.

Lines for visual aid only.
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Fig. 3 Similarity of pressure distributions along the front centerline of
a cube. The uncertainty in the ordinate is less than +0.005 and that in

the abscissais +0.01.

sections had the same characteristics as a fully-developed
equilibrium turbulent boundary layer with zero-pressure
gradient developing along a smooth flat plate. The boundary
layer characteristics at the location of the cube and the ver-
tical circular cylinder are summarized in Tables 1(a) and (b),
respectively.

5 Results and Discussion

5.1 Pressure Distribution on the Cube. Figure 2 shows the
general shape of the pressure distribution on the upstream
surface, the downstream surface and the side surfaces of the
cube for the case of Uy =25 m/s and #/6=0.98. All the results
are plotted non-dimensionally in the form of a pressure
coefficient C,, defined by

¢,=(w-po)/(50U%)

where p is the surface pressure and p, and U, are the static
pressure and the free-stream velocity, respectively.

The results of the pressure distribution on the upstream
surface will first be examined. The profiles of the pressure
distribution at the relative height y/A exhibit a reasonably
systematic trend except in the neighborhood of the top of the
cube. However, it may be noticed that the value of C, at
y/h=0.02 is considerably larger than the values at y/h=0.21
and 0.32, although the dynamic pressure at y/2=0.02 in the
approaching boundary layer is smaller than that at y/#=0.2t
and 0.32. The result is presumably caused by the existence of a
horseshoe vortex which wraps itself around the base of the
body. This vortex undoubtedly promotes extra turbulent
mixing in the vicinity of the base of the body entraining fluid
into the base region, thereby increasing the pressure at the
vicinity of the body. :

Regarding the pressure distribution on the side surfaces and

the rear surface, on the other hand, it can be seen that the
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pressure variation for each value of y/h shows almost similar
shape on each surface, and the difference of pressure itself is
less pronounced except near base and the top of the body as is
observed by the pressure distribution along y/A=0.02 and
0.99.

Figure 3 shows the variation of the pressure distributions
along the centerline of the front face of the cube (z/A2=0),
which is normalized by the maximum pressure on the cen-
terline of the front face for various values of the parameters
u,/U, and h/6, respectively. The results of the experiments
plotted in this figure include the change of the velocity of
main flow which means the changes of the value of
parameters u,/ U, as tabulated in Table 1(a) and 4/, i.e., the
height of the cube nondimensionalized with the boundary
layer thickness 8. As can be seen in this figure, the profiles of
the pressure distributions for three different values of u,/U,
and h/6 are the same. Particularly, it should be noted that the
individual pressure distributions exhibit an approximately
similar profile which shows its own maximum value
somewhere at about y/h=0.75. This result suggests that the
individual flow fields upstream of the cube are similar to each
other regardless of the variation of the two parameters u,/U,
and #/6. Arie et al. [7] have shown experimentally that, when
normalized by the maximum pressures, the pressure
distributions on the two-dimensional square cylinders, of
which Fig. 3 is typical, exhibit approximately similar profiles
which have a maximum at about y/#=0.55. The difference
between the positions where the pressure attains its maximum
value in the cube and in the two-dimensional square cylinders
may be caused by the following reason. In the case of a square
cylinder, the boundary layer in the approaching flow is forced
to separate from the tunnel wall and it reattaches to the front
surface at about y/h=0.55, where the pressure distribution
on the front surface attains maximum value. On the other
hand, the variation of the flow velocity in the boundary layer
approaching the cube caused by its blockage itself is com-
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Fig. 4 Comparison of pressure distributions on the front centerline ot
a cube with the dynamic pressure in the undisturbed turbulent bound-:
ary layer. The uncertainty in the ordinate is less than +0.005 and that in
the abscissais £0.01.

paratively small. Thus, the dynamic pressure 1/2pu” at a
distance y from the wall in the approaching boundary-layer
flow may almost directly be transformed into stagnation
pressure at the corresponding position on the centerline of the
front face of the cube, except in the region influenced by the
horseshoe vortex, where the flow swirls around the base.
Thus, the value of the pressure along the centerline of the
front face rises gradually with increasing y/A. However, when
y/his larger than about 0.75, the pressure becomes influenced
by the high negative suction around the top edge and starts to
decrease towards the negative value at the top edge.

When the pressure distribution along the centerline of the
front face is compared with the dynamic pressure in the
undisturbed boundary layer, one can more clearly understand
the flow field around the cube. The results of the experiment
are shown in Fig. 4. As can be seen in this figure, the pressure
and the dynamic pressure agree fairly well in the range of
about 0.2<y/h<0.7. Accordingly, it may be judged that the
dynamic pressure of the flow is converted into the pressure on
the centerline of the front face except in the two distinct
ranges of y/h which are less than about 0.2 where the flow is
influenced by the horseshoe vortex and larger than about 0.7
where the flow is influenced by prevailing negative suction
along the top surface of the cube.

5.2 Drag Force Acting on the Cube. The drag acting on
the cube consists of two forces; one is pressure drag due to a
pressure difference between the front and the rear surface of
the cube, and the other is viscous drag due to the surface shear
stress acting on the upper surface and the two side surfaces.
Of the two, however, we take up only the former in the
present investigation. It may be considered that the upper
surface and the side surfaces are exposed almost entirely to
low velocity reverse flow caused by separation of flow at the
top edge of the upper surface and at the front edges of the side
surfaces. In this case the contribution of the viscous drag to
the total drag can safely be neglected.

Measurements of the pressure distributions on the cubes
were made for the conditions shown in Table 1(a). The values
of the drag coefficients, Cp, were obtained by mean of the
equation given by

o (i)
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Fig. 5 Relation between Cp and h/é for a cube. The uncertainty in the
ordinate is +0.02 and that in the abscissa is +0.01. Lines are the best-
fit line obtained by the least-square averaging of the data.
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Fig. 6 Relation between Cp and h/é for a two-dimensional normal
plate and square cylinder. For further information, see the caption of
Fig. 5.

where C,, and C,, are the pressure coefficients on the up-
stream and downstream surfaces of the cube defined by C,;
= (py—po) / (1/2pU3) and Cop = (Pp—po) / (172pU3),
respectively.

Figure 5 shows the relation between Cj, and #/6 with u, /U,
as a parameter. It is apparent that the drag coefficient Cp,
depends on u,/U,, except possibly in the range #/6>1.0, in
accordance with the general correlation

u, h
o=t o )

given before as equation (5). It can be still seen that the drag
coefficient Cp plotted on a logarithmic scale can well be
expressed as a linear function of log,, (%2/8) with a slope which
is different depending on the value of u,/U, in the range
h/6< 1.0. In the range of h/86 much larger than 1.0, the drag
coefficient is no longer dependent on the parameter u, /U, but
depends only on #/8. Accordingly, the log-log plot between
Cp and A/6 shows that the variation of the drag coefficient
can be expressed well by

co=4,(3)" ©

where A, and n are functions of u,/ U, alone.

On the other hand, Fig. 6 shows the relation between C)
and A/6 for a two-dimensional normal plate and square
cylinder measured by Arie et al. [2], [8]. As will be seen in this
figure, the drag coefficients for these two bluff bodies be
expressed as a linear function of log,, (A/6) in the range of
h/6 less than about 1.3 or 1.4. Arie et al. [2], [8] found that
the drag coefficient of the two-dimensional bluff bodies can
be expressed by the following equation:
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h this range. This simply implies that the free-stream velocity
Cp=A,log ( _6> +B, (10) U, has no direct influence on the drag of the cube, so that

where A4, and B, are functions of u../U, alone.

As a result, the variations of the drag coefficient C, can be
written in a logarithmic law in terms of A/6 for a two-
dimensional bluff body and in a power law with exponent n of
h/6 for a three-dimensional bluff body, respectively. The
difference of variations between the drag coefficients of two-
and three-dimensional bluff bodies may perhaps be based on
the different feature of the approaching velocity field caused
by the bluff bodies themselves. .

The drag coefficient Cp, defined by C,, = D/ (1/2pu%h?)
is plotted in Fig. 7 in log-log form based on equation (6).
Figure 7 clearly shows that Cp,, is uniquely related to hu, /v at

least in the range #/6 < 1.0. In other words, the parameter.

u,/ U, has no influence on the drag coefficient of the cube in
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Cp. =5 ( h:T>

Therefore, the drag coefficient of the cube in the range

h/8< 1.0 can empirically be expressed by a power law with

exponent n =0.351 by the following equation:

hu
14

an

(12)

0.351
Cp, =39.2( ) (/85 1.0)
The solid line indicated in Fig. 7 is the best-fit line using the
least-squares-method for the experimental data obtained.

Arie et al. [2], [8] measured in detail the drag coefficients
Cp, of the two-dimensional normal plates and rectangular
cylinders with various width-to-height ratios immersed in an
equilibrium turbulent boundary layer with zero-pressure
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Fig. 10 Pressure distributions around a vertical circular cylinder. The
uncertainty in the ordinate is +0.01 and that in the abscissa is +0.5
deg. Lines for visual aid only.

gradient. They demonstrated that Cp, could be written by the
logarithmic law in terms of Au,/v. The results for the normal
plate and a rectangular cylinder of the width-to-height ratio
b/h=1.0, i.e., the square cylinder are shown in Fig. 8 on
semi-log plot. It is noticeable that the correlation obtained for
drag coefficient of three-dimensional bluff body, i.e., the
power law with exponent n of hu_/v, is different from that of
the two-dimensional bluff bodies.

Figure 7 also shows the contribution of the base pressure
acting on the rear surface to the drag coefficient. Cp,, is
defined as

1005 Pp=Po z ¥
CDbT—SO Sfo.s 1 d(ﬁ)d(ﬁ>
2o
274
which is always negative in value. Cp,, also follows a power
law with exponent n=0.446 in the range of A/6 less than

about 1.0 as follows:

(13)

(14

h 0.446
—cD,,,=6.o7< "’) (h/651.0)
14

If one designates the contribution of the pressure on the front
surface to the total drag coefficient Cp, as Cpy,,

Cppmr=Cp + Cppr (15)
this equation provides a mean to evaluate Cpy,.
For a zero pressure-gradient boundary layer, the

correlation given by equation (12) permits the prediction of
the pressure drag of the cube in terms of the wall shear stress
of an otherwise undisturbed boundary layer at the location of
the cube, provided the relative height of the cube is in the
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Fig. 11 Comparison of pressure distributions on the front centerline
of a vertical circular cylinder with the dynamic pressure in the un-
disturbed turbulent boundary layer. For further information, see the
caption of Fig. 4.
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Fig. 12 Relation between Cp and h/é for a vertical circular cylinder.
For further information, see the caption of Fig. 5.

range 4/6 < 1.0. If h/§ becomes much larger than 1.0, the
drag coefficient will not properly be expressed by equation
(12). The data plotted in Fig. 5 do indicate strongly that the
drag coefficient of the cube is independent of the parameter
u,./U, and is simply related to £/8 alone. But, it is difficult to
find a functional relationship betwen Cj and h/6 from the
present results because the data plotted in Fig. 5 do not cover
a sufficiently wide range.

For the purpose of supplementing data for a wide range,
additional results of measurements are given in Fig. 9. The
trend in this figure clearly shows that C, is uniquely related to
h/46in the present range of 4/6 less than about 2.2, so that the
drag coefficient can be expressed as

R\ 0437
CD=0.78<3) (1.0<h/6<2.2)

(16)

5.3 Drag Force Acting on the Vertical Circular Cylinder.
Measurements of the pressure distributions on the vertical
circular cylinders were made for the conditions shown in
Table 1(b). The typical pressure distributions around the
cylinder at various heights of the cylinders for the case of
U, =20 m/s are given in Fig. 10. The curves in this figure were
obtained by plotting the measured values of (v —pg)/(1/20U3)
against the angle 6 at several heights from the bottom of the
cylinder.

A comparison of the pressure distributions along the
centerline of the front face of the cylinder and the dynamic
pressure in the undisturbed boundary layer at respective
height are given in Fig. 11. There is a good agreement between
the two in the range 0.2<y/h<0.7. Accordingly, the flow
direction in the boundary approaching the cylinder, which is
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Fig. 13 Relation between Cp, and hu, /v for a vertical circular
cylinder. For further information, see the caption of Fig. 7.

parallel to the plane boundary, may be judged to be well
conserved in the neighborhood of the centerline of the front
face in this range. However, a horseshoe vortex is dominant in
the range of y/h less than about 0.2, and the negative suction
pressure at the top of the cylinder prevails in the range of y/k
larger than about 0.7.

The drag coefficient of the cylinder integrated from the
measurements of the pressure on the surface is given in Fig.
12. The drag coefficient is defined as

c Slgwp"po 8 y
2=, 3, " cos d@a’(z)

2 PU(z)

It can be seen in this figure that the results exhibit the same
features as those of the cube shown in Fig. 5, i.e., the drag
coefficient of the cylinders is also dependent on u,/ U, within
the range of A/8 which is less than about 1.0. The drag
coefficient plotted on a log-log sheet shows a linear trend
against the height in this range, the slope of the straight lines
being different for each value of v, /U,. It is worth nothing
that the drag coefficients of both the cubes and the cylinders
tested in the present study are dependent on the parameter
u,/U, in the same range of h/4. The drag coefficient Cp, of
the cylinders defined by Cp, = D/ (1/2pu2h?) is plotted in
Fig. 13 in the form given by equation (6). It can clearly be seen
that a relationship between C,, and Au, /v, which is similar in
form to that of the cube mentioned in Section 5.2, may be
applied in the range #/8 = 1.0. The drag coefficient Cp, of the
cylinders can be expressed by

0.279
h“f) (h/6< 1.0)

14

(17

Cp, =44.8( (18)

If #/6 becomes much larger than 1.0, the drag coefficient
will not be expressed by equation(18) and it may be expressed
in a different form. Probably, the drag coefficient of the
cylinders for £/8>1.0 is independent of the parameter u, /U,
and is uniquely related to #/6 in much the similar way as the
case of the cubes which are shown in Fig. 9. The deter-
mination of such a relationship is left for future study, since
the data in Fig. 12 are not sufficient in their coverage.

6 Concluding Remarks

The present paper has described an experimental in-
vestigation on the form drag of the three-dimensional bluff
bodies attached to a long plane boundary along which a
turbulent boundary layer is fully developed. The bluff bodies
selected for measurement were a cube and a vertical circular
cylinder which may be considered as typical examples of
three-dimensional bluff bodies. Measurements of the pressure
distributions were carried out to obtain the drag forces acting
on these bluff bodies by systematically changing both the
body height # and the characteristics of the smooth-wall
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boundary layer in which they were immersed. The primary
results of these investigations will be summarized as follows:

(1) The pressure distributions along the centerline of the
front face of each bluff body may be expressed by a single
curve irrespective of both the body height and the boundary
layer characteristics. Further, the pressure distributions along
the centerline of the front face show a good agreement with
the dynamic pressure in an undisturbed boundary layer at the
location of the bluff bodies, except in the two distinct ranges
of y/h which are less than about 0.2 where the flow is in-
fluenced by the horseshoe vortex and larger than about 0.7
where the prevailing flow is influenced by the suction pressure
along the top surface of the bluff body.

(2) The pressure drag of these bluff bodies was ex-
perimentally correlated with the thickness and wall shear
stress of the boundary layer at the location of the bodies
which would be measured if they were absent. It was found
that the drag coefficient in the form log;y Cp can be expressed
as a linear function of log,, (#/6) with the gradient depending
on the parameter u,/ U, in the range h/6< 1.0. Further, the
drag coefficient of these bluff bodies in this range as defined
by Cp, = D/(1/2pu?h?) was found to be expressed by a
power law formula.

(3) If h/6 becomes much larger than 1.0, the drag coef-
ficient Cp is independent of the parameter u,/U, and
uniquely related to #/6. A functional relationship between Cp,
and A/6 is found for the case of the cubes. However, it is
difficult to find a similar functional relationship between Cp
and A/8 from the present results because the data is not
sufficient for the vertical circular cylinders.
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Fig. 13 Relation between Cp, and hu, /v for a vertical circular
cylinder. For further information, see the caption of Fig. 7.

parallel to the plane boundary, may be judged to be well
conserved in the neighborhood of the centerline of the front
face in this range. However, a horseshoe vortex is dominant in
the range of y/h less than about 0.2, and the negative suction
pressure at the top of the cylinder prevails in the range of y/k
larger than about 0.7.

The drag coefficient of the cylinder integrated from the
measurements of the pressure on the surface is given in Fig.
12. The drag coefficient is defined as

c Slgwp"po 8 y
2=, 3, " cos d@a’(z)

2 PU(z)

It can be seen in this figure that the results exhibit the same
features as those of the cube shown in Fig. 5, i.e., the drag
coefficient of the cylinders is also dependent on u,/ U, within
the range of A/8 which is less than about 1.0. The drag
coefficient plotted on a log-log sheet shows a linear trend
against the height in this range, the slope of the straight lines
being different for each value of v, /U,. It is worth nothing
that the drag coefficients of both the cubes and the cylinders
tested in the present study are dependent on the parameter
u,/U, in the same range of h/4. The drag coefficient Cp, of
the cylinders defined by Cp, = D/ (1/2pu2h?) is plotted in
Fig. 13 in the form given by equation (6). It can clearly be seen
that a relationship between C,, and Au, /v, which is similar in
form to that of the cube mentioned in Section 5.2, may be
applied in the range #/8 = 1.0. The drag coefficient Cp, of the
cylinders can be expressed by

0.279
h“f) (h/6< 1.0)
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(17

Cp, =44.8( (18)

If #/6 becomes much larger than 1.0, the drag coefficient
will not be expressed by equation(18) and it may be expressed
in a different form. Probably, the drag coefficient of the
cylinders for £/8>1.0 is independent of the parameter u, /U,
and is uniquely related to #/6 in much the similar way as the
case of the cubes which are shown in Fig. 9. The deter-
mination of such a relationship is left for future study, since
the data in Fig. 12 are not sufficient in their coverage.

6 Concluding Remarks

The present paper has described an experimental in-
vestigation on the form drag of the three-dimensional bluff
bodies attached to a long plane boundary along which a
turbulent boundary layer is fully developed. The bluff bodies
selected for measurement were a cube and a vertical circular
cylinder which may be considered as typical examples of
three-dimensional bluff bodies. Measurements of the pressure
distributions were carried out to obtain the drag forces acting
on these bluff bodies by systematically changing both the
body height # and the characteristics of the smooth-wall

Journal of Fluids Engineering

Copyright © 1982 by ASME
Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

boundary layer in which they were immersed. The primary
results of these investigations will be summarized as follows:

(1) The pressure distributions along the centerline of the
front face of each bluff body may be expressed by a single
curve irrespective of both the body height and the boundary
layer characteristics. Further, the pressure distributions along
the centerline of the front face show a good agreement with
the dynamic pressure in an undisturbed boundary layer at the
location of the bluff bodies, except in the two distinct ranges
of y/h which are less than about 0.2 where the flow is in-
fluenced by the horseshoe vortex and larger than about 0.7
where the prevailing flow is influenced by the suction pressure
along the top surface of the bluff body.

(2) The pressure drag of these bluff bodies was ex-
perimentally correlated with the thickness and wall shear
stress of the boundary layer at the location of the bodies
which would be measured if they were absent. It was found
that the drag coefficient in the form log;y Cp can be expressed
as a linear function of log,, (#/6) with the gradient depending
on the parameter u,/ U, in the range h/6< 1.0. Further, the
drag coefficient of these bluff bodies in this range as defined
by Cp, = D/(1/2pu?h?) was found to be expressed by a
power law formula.

(3) If h/6 becomes much larger than 1.0, the drag coef-
ficient Cp is independent of the parameter u,/U, and
uniquely related to #/6. A functional relationship between Cp,
and A/6 is found for the case of the cubes. However, it is
difficult to find a similar functional relationship between Cp
and A/8 from the present results because the data is not
sufficient for the vertical circular cylinders.
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DISCUSSION

E. Plate!

The authors of the above-mentioned paper are to be
congratulated on the excellent experimental data which they
have obtained. The extensive experimentation took a great
deal of patience and a long term program. The results are a
useful addition to the still rather limited literature on the
resistance of three-dimensional bodies immersed in turbulent
boundary layers. In addition, the writer believes that the study
is a valuable contribution to the theory for modelling of wind
forces on structures.

Present technique of wind tunnel modelling consists of
establishing a boundary layer along the wind tunnel floor with
a distribution of mean velocity obeying a power law with an
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exponent which is the same in model and prototype (for
example Plate, 2). It is assumed that under this condition
the nondimensional forces, as expressed by the drag and lift
coefficients, are the same in model and prototype, provided
the Reynolds number based on the building height exceeds in
the model a value of about 104, and provided that the corners

of the building are sharp-edged. This modelling law is in-.

dependent of the boundary layer height 8, supposedly as long
as the structure is embedded in the boundary layer. An
. alternate way of stating this modelling law is to say that only
the parameters of the well-known ‘‘inner law,”’ or ‘“law of the
wall’’ of the velocity distribution are important for modelling
purposes, a statement which can be expressed differently as
saying that the ratio of h/zy is the same, where A is the
building height and z; is the roughness height, which for a
smooth wall is zo~v/u. The argument is completed by
assuming that a unique relationship exists between the ex-
ponent of the power law and a suitably dimensionless ratio
2o/ L where L is a characteristic length of the rough boundary.
The question is unresolved of how thick 6 has to be in order
to obtain independence of h/6. The disturbing possibility
exists that this is valid only over the height of the validity of
the ‘‘inner law’’ of the velocity distribution, which is only
about 0, 15 & and thus makes it very difficult to model high
buildings at a reasonable scale. For the case of a fence Ranga
Raju et al. [4] have shown that inner law scaling is valid up to
values of h/6~1, but experiments of Castro and Robins (1)
have revealed a more complex relationship between pressure
distribution and approach velocity profile. It is therefore most
gratifying that the excellent results of the authors establish
firmly that at least for the drag coefficient of cubical bodies in
smooth surface boundary layers ‘‘inner law’’ scaling is valid
also up to A/6=1 as is evident in equation (12), and in Fig. 7.
The writer would be most interested in hearing if the authors
found this scaling confirmed also for rough boundaries.

Additional References

1 Castro, J. P., and Robins, A. G., “The Flow Around a Surface-Mounted
Cube in Uniform and Turbulent Streams,” J. of Fluid Mechs., Vol. 79, Part 2,
pp. 307-335.

2 Plate, E. J., Engineering Meteorology, Elsevier Publishing Company,
Amsterdam, The Netherlands, 1982.

Authors’ Closure

It is within only about 15 percent at most of §, the thickness
of the boundary layer, that the inner law holds in the
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distribution of wvelocity in a turbulent boundary layer
developing along a plane wall. However, Cp , the drag
coefficient, of the two- or the three-dimensional body im-
mersed in a turbulent boundary layer is represented, in a
range up to about 4#/8=1.0, by the same form of Au,/v as the
case in which the distribution of velocity of an inner layer is
represented by the form of Au,/v. The reason for it remains
not so clear except that the result from the following is
considered to provide a support that the coefficient of drag of
a body measured by the present experiment by a function of
hu,/vin arange up to about #/6~1.0. Namely, attached Fig.
1 shows the coefficient, ¢, =G/(Y2pu?), of the mean dynamic
lla/resszure given by the following and made dimensionless by
20U%

R 1 Slx 1 2d
q 7w o 2 puay
similarly to the case of CDT’ in a range y=0~h, in an un-
disturbed boundary layer at the location of a body which is
looked on as governing the drag of the body; similarly to Cpp_
independently of u,./Uo, in a range up to h/6=1.0, g, is
represented by a function of only hu, /.

Measurements have not been made of drag of a body on a
rough wall, but ¢, , the coefficient of mean dynamic
pressure, in a boundary layer developing on a rough wall is
also considered to be represented by a function of hu, /v
similarly to the case using a smooth wall. Accordingly, CDT of
a body on a rough wall is conjectured to be represented also
by a function of Au,/vin a rnge up to about A/6=1.0.
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Viscoelastic Lines

Basic relations and method of solution are given for laminar transient flows in
linear viscoelastic circular fluid transmission lines. Using a numerical method to
invert the Laplace-Carson transforms, basic step response plots are given for semi-
infinite liquid-lines. The method can be immediately applied to any practical

problem with linear or explicitly time dependent boundary conditions. Analytical
expressions are given for the behavior at the wave front and for large values of time.
Also derived are classical parameters characterizing the frequency response.

Introduction

The transient and frequency responses of a viscous fluid
line, including associated problems such as waterhammer,
have been treated extensively for the cases of rigid and elastic
tube walls. References include the pioneer works of Iberall
[1], Nichols [2], Brown [3,4], Zielke [5]; a valuable review on
viscous fluid transients is given in a more recent paper of
Goodson and Leonard [6]. Studies assuming viscoelastic
walls, which can be applied to plastic pipes, blood vessel, etc.,
are scarce and consider principally waterhammer problems.
For the plastic pipes, one of the first investigations, per-
formed in 1958 by Tison [7] on polyethylene pipes showed the
“storage effect”’ due to wall creep. Later Zeller, Talukder,
and Lorentz [8,9], studied wave propagation in viscoelastic
pipes and gave some experimental results on the attenuation
of a pressure wave in PVC! and rubber pipes. Simultaneously
more general basic equations of unsteady flow in viscoelastic
pipes were developed by Blanchard and the author [10]. More
recently, this work has been extended [11] and was confirmed
by experimental data obtained on polyethylene pipes [12]. As
for blood flow, in spite of the fact that the viscoelastic
propertics of the arterial wall are well known, most authors
consider the wall to be elastic. However, some researchers
such as Klip [13], Westherhoff and Noordergraff [14] and
more recently Flaud, Geiger, Oddou, and Quemada [15,16]
attempted to take into account the viscoelasticity of the wall.

The present paper is intended as an extension of the
classical work on transient response of viscous fluid trans-
mission lines to the case where the pipe is taken to be
viscoelastic.

Formulations

The formulation is based on the following assumptions: the
flow is laminar and one-dimensional but with a varying
velocity profile; the momentum equation is linearized; the
thermodynamical aspects of dissipation are negligible; the
boundary conditions are linear or explicitly time dependent.

(a) Elastic Case. With these assumptions and the use of the
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integral transform f*(s) = s | f(¢) e *dt for the time
dependent functions f(¢), the continuity and momentum
equations together with the laws of behavior of the fluid and
of the wall lead to the following classical set of equations
[3,61,

W7S) | g xs) =0 0
ox

0470%5) 4y pr(xs) =0 )
ox

in which p and ¢ are pressure and volume flow rate disturb-
ances relative to the initially steady flow, i.e., pand g = 0 for
t <0.

Also, Z; and Y, are the series impedance and the shunt
admittance per unit length:

sR?
n(%)
ps v
z=Lt, — "
TR? R?
AN
14
sR? )
RS B (P

Yi=—5 | 1+(y-) | - —/—— 4)
pa’ [ sR?
10( Pr—V—>

where a, corresponds to the speed of propagation of
disturbances,

1
4= ————— 5)

)

in which { is a dimensionless parameter that describes the
effect of pipe constraint conditions on the wall deformation
[17].

These results are exactly the same as those obtained from
the standard Laplace transform f(s) since f*(s) = sf(s).
However the choice of the s-multiplied Laplace transform,
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also called Laplace-Carson transform [18], was made, as
shown later, to keep the same equation forms in both the
elastic and viscoelastic cases.

By introducing the characteristic impedance Z(s) and the
propagation operator I'(s) per unit length, such as,

Z(g::(%)m

5

L(s) =(Z,Y,)'"?,

the solution of simultaneous equations (1), (2) may be written
as:

p*(x,5) =A, (s)e T + .4, (s)er9* ©)
* — L ~T(s)x _ T{s)x
q*(x,s) = 705 (A,(s)e Ay (syer %) )]

where A, (s) and A4, (s) are constants of integration with
respect to x. They are to be determined from boundary
conditions.

(b) Viscoelastic Case. It is well known that the L.C.
transform? of the constitutive equation for an isotropic linear
viscoelastic material has the same form [19],

o; =\* e,:kéij +2 u*e;
as for an elastic material, A* and p* being the L.C. transforms
of the viscoelastic functions that correspond to the A and p
Lame’s coefficients of the elastic case.

This leads to the classical result that the L.C. transform of
the solution for a linear viscoelastic problem can be obtained
directly from the L.C. transform of the solution for the
corresponding linear elastic problem by replacing the elastic
moduli A and p by the L.C. transform A* (s) and g* (s) of the
relaxation functions N(¢) and u(¢).

For the problems considered here, \ and p appear only in
(5) where ¢ is usually expressed [17] through Poisson’s ratio

2 Abbreviation for Laplace-Carson transform.

Nomenclature

£=0.50/ (A+p) and where E = u(3M+2u)/(A+w. In the
usual cases where § can be assumed constant the
viscoelasticity of the pipe is characterized only by the
relaxation function E () that correspond to Young’s modulus
E and is related to A(¢) and u(f) through its transform as
B* = p*(3N* +2u*)/ (N* + u*).

From this, by replacing E by E*(s) in (5) and by in-
troducing this new value of a, i.e.,

1
a(s)= )]

(it ow)

into Z{s) and I'(s), we obtain from (6) and (7) the trans-
formed solution for a linear viscoelastic pipe. If instead of
E(#), we introduce the creep function J(z) such as J*(s) =
1/E*(s), we can write for a(s),
a3 (D, ~1/2
a(s) =a0(1 LI —J(O))) ©

e

where

1
4Ip(l+gz'~'iJ(O)> (ag=lim a(s))
K e S 00

We shall see that @, corresponds to the speed of propagation
of disturbances.

In the particular case where the wall material can be
represented by a generalised Kelvin-Voigt model:

g =

J()y=Jo+ Y Ji(1—e™ ')

i=1

A A, integration constants

a,a(s) parameters defined by (5) and (8)
a, = propagation speed
C-'f*(s) = inverse Laplace-Carson transform of f* (s)
B;, B, = functions defined by (17) and (18)
C,, C;, Cy; = coefficients of the asymptotic development
in (17)
D,, = mean diameter of the pipe
e = pipe wall thickness
erfc = complementary error function
E = Young’s modulus
E(t) = relaxation function corresponding to E
i"erfex = | " lerfctdt (i® erfc = erfc)
Iy, I, = modified Bessel function of Ist kind of
order 0 and 2
j=~N-1
J(r) = creep function
Jo = J(0)instantaneous compliance
J; = compliance associated to ith Kelvin-Voigt
element
k = 1+ J(o) — JO)
p = pressure
Do = transmitted pressure step
Pr = Prandtl number
g = volume flow rate
gy = transmitted volume flow rate step
R = inner radius of pipe
s = Laplace-Carson variable
t = time
v = phase velocity
x = axial coordinate
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Y; = shunt admittance

Zy = pay/TR?

Z, = series impedance

Z(s) = characteristic impedance

a = J'(0)/2

B = (J"(0) — J'2(0)/4)/2

v = ratio of specific heat

I' = propagation operator

8; = Kronecker symbol

€; = component of the strain tensor

¢ = coefficient which is dependent on the pipe

constraints

k = bulk modulus of fluid
N\, u = Lame’s coefficients

v = kinematic viscosity

¢ = Poisson’s ratio

p = density

o; = component of stress tensor

7 = dimensionless time (= f»/R?)

T =17-17

7, = dimensionless delay time (= xv/R?ag)
7; = relaxation time of the ith Kelvin-Voigt

element

T = Heaviside unit step function

w = angular velocity

} = dimensionless angular velocity

Superscripts

nondimensional value

* = Laplace-Carson transform
Laplace transform

, 1st, 2nd derivative

[
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we obtain for a(s) .

2 n
p as (D, J;
a(s)y=ag{1+
() 0( e I;El I+S‘T,'

> -1/2 (lo)

Furthermore, as in the elastic case, the substitution of the
imaginary angular frequency jw for s gives immediately the
classical parameters characterizing the frequency response of
any viscoelastic fluid line (see Appendix).

Results and Discussion

For given boundary conditions and with a(s) from (8) in
Z(s) and I'(s), relations (6) and (7) provide, after inversion
of L.C. transforms, the pressure and volume flow rate
solutions for a viscoelastic pipe. To invert the L.C. trans-
forms, we have used a numerical method based on an
algorithm developed by F. Veillon [20] to compute an in-
version formula proposed by Dubner and Abarth [21].

This procedure can be applied to solve any viscoelastic pipe
problem provided the Carson transform of the solution for
the corresponding elastic problem is known. However, as the
main purpose of this paper is to present a method for the
analysis and the calculation of laminar transient flow in
viscoelastic pipes, we have studied here only the step response
of a semi-infinite line to illustrate the effects of the
viscoelasticity.

In order to compare with the classical results obtained by
Brown and Nelson [4], we have considered the three following
main cases:

1. the pressure (or flow) response downstream p (or g) to
an upstream step of pressure p, (or flow g;),

2. the flow response g to a step of pressure pg,

3. the pressure response p to a step of flow g,.

Introducing in (6) and (7) the classical dimensionless
variables 7o = xv/(aoR?), § = sR*/v,d = a/ayg, Z = Z/Z,
and T' = I"ay R?/v and setting C~! f(s) the inverse transform
of f(s), we obtain the following solutions, function of the
dimensionless time 7 = fv/R?:

p(7) (Orq(T))zc”.?"F(j)T" (11
Do 9o
P(T) =C—lz"(sr) e*f‘(f)T() (12)
qo Zy
Zy q(71) _ _eﬂ

Do

where Z, = pa,/TR?*. In these relations the viscoelasticity of
the pipe is characterized by the dimensionless value of a(s),

a(s) = (1+J*s) = Joy ' (14

T T T T T T T

F

— oo

in which the relaxation function and its transform are made
dimensionless by multiplication by p ¢ ¢ D, /e.
For a generalised Kelvin-Voigt model:

n J‘ -172
a(s)=(1+ ' ) 15
(s) ( ; 1457 13)
where 7, = 7; »/R? is the dimensionless time related to the
dimensionless compliarice J; = J; p a3 ¢ D,,/e of the ith

element.

With this last model, (11), (12), and (13) give, for a liquid
such as water where y=1, the results shown in Figs. 1, 2, and
3. For clarity, we have only plotted the curves corresponding
to four values of 7;. Further for the simplicity of the in-
terpretation, we have chosen a case for which J(7) is
represented by one Kelvin-Voigt element (J;,7,) associated to
an elastic element, i.e., n=11in(15).

As was to be expected, the delayed deformation of the wall
results in an attenuation of the pressure response to a step of
flow rate but an increase of the flow rate response to a step of
pressure. Also, one can observe, in Figs. 2 and 3, that the
difference between elastic and viscoelastic cases is significant
only when time 7 > 7y + 7. This delay with respect to the
arrival of the wave front corresponds, roughly, to the
relaxation time of the wall material.

Limit Cases

In the case where 7 — 73 or 7 — o0, we can obtain an explicit
formulation illustrating the behavior of the wave front or the
evolution of the disturbance for large values of time.

(a) Wave Front (7 — 74). First, it is easy to see, through the
use of Mellin-Fourier inversion integral® that, for 7 < 7 i.e.,
t < x/ay, p(7)in(11), (12) and ¢g(7) in (13) are zero.

Consequently, a, is the speed of propagation of disturb-
ances and,

—= U AR ©)
3C“1f‘*(s)=—g ——eds
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Fig.1 Pressure (flow) responses to step of pressure (flow)
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lim p(7) (org(7)) —llm p*($)e™0S (or ¢* (5)e™S)
=70
From this, through an asymptotic development (see Ap-
pendix), we get the following expression valid immediately
behind the wave front, i.e., for r — 7, # 0 but positive.

PAT) _ o qvrovang {Bl erfc<~_~l°_.,_)
Do 27— Ty
— 73
+B, exp( 0 )} (16)
T— Ty
with
- dJj(r)
J(0)=
0) |z
and where B, and B, are functions of 7, and 7 — 7, given in
Appendix.

In the same way, we obtain two identical forms for p(7)/Z,
go and Z, g(7)/py but with other values for B, and B, (see
also Appendix).

These expressions show that, as in the elastic case, the wave
front has the behavior of the erfc function. Expanding in (16)
the first exponential factor as follows:

_x (LZ . o_ora?em,,w))
e ag R 2e

we can see that the wave front attenuation increases with
travelling time x/ag, kinematic viscosity » of the fluid and also
with the value J’(0) of the so-called memory function
dJ(t)/dtatt=0. ‘

For an elastic pipe, we have J’(0) = 0 and the damping
only comes from the viscosity of the fluid. On the other hand,
for an inviscid fluid only the viscoelasticity of the wall takes
place, and, in this case, the relation (16) has, in first ap-
proximation, the following form as ¢t — x/a,:
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psagDy ,,

p(n) _ =5 <°>XT( _ i)
Po Qo

which expresses the classical exponential step front at-
tenuation [11]. Here T(t—x/a,) is the unit step function of
Heaviside.

Figures 4, 5, and 6 glve a plot of these expressions for small
values of 7—ry. If 75 is also very small and J'(0) not too
large, we have a single curve (erfc 7o/2v7—19) with the
representation chosen, the same as in elastic case [4], for the
three functions p/py, p/Zyqe and Zyq/py.

(b) Asymptotic Behavior (7 — o). The classical relation,
hm f(r)-llm S ),
applied to equations (11) (12) and (13) enables us to obtain

the asymptotic forms given in Appendix. Retaining in each
development only the main part, we have

p(r) 2(1 + J (o) — J(0))
po ~1—‘2T0,\/ ar

p(7) 27

Zoqo \/w(1+i(oo>—i(0»_87°

Zyq(7) 1 f1+J_(oo)—J_(O)
Do 2 27T
showing that:

— for a step in pressure (or flow), the pressure (or flow)
response (Fig. 1) approaches its limiting value more slowly
than in the elastic case, because the equilibrium value J( o) of
the wall compliance is always greater than its instantaneous
value J(0) (in the elastic case J( o) = J(0))

— for a step in flow the pressure response increases in-
definitely as V7 but, given 7 and 7,, the pressure for a
viscoelastic pipe is always lower than for an elastic pipe with a
limiting value of the pressure ratio equal to V1 + J () — J(0).
This leads, in logarithmic coordinates (Fig. 2), to the same
slope 0.5 for the asymptotes but with an ordinate difference
equal to 0.5 log (1 + J (o) — J(0)).

— for a step pressure the flow response decreases to zero as
1/Y¥7. This gives, as shown in Fig. 3, a behavior opposite to
that found in the previous case, the slope and the ordinate
difference of the asymptotes having the same magnitude but
with opposite signs.

It is interesting to note that all these approximations are
very close to the exact value over a large range.

Conclusions

Basic equations and step responses in newtonian fluid-filled
laminar-flow viscoelastic circular lines have been given. In
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most cases, wall viscoelasticity attenuates flow disturbances.
However, owing to the creep deformation, flow rate per-
turbations associated to pressure disturbances are increased.

The use of Laplace-Carson transform gives a method well
suited to study laminar transient flows in linear viscoelastic
pipes. This was confirmed by some technical applications
where we compared the theoretical results given by this
method to those given by the method of characteristics in
which the fluid viscosity was taken into account through the
Zielke procedure [5]. These applications concerned:

— pressure surges induced by valve closure at the end of a
polyethylene pipe for which some theoretical and ex-
perimental results are published elsewhere [12].

— pressure fluctuations at the exit of a reciprocating-pump
connected to a PVC conduit.

In both cases, the two methods gave approximately the same
results. For the reciprocating-pump, these results were also in
good agreement with those obtained by Meissner [22], in spite
of simplifying assumptions made to applied his mathematical
model based on the impulse response of pipe.

Compared to the method of characteristics or to others
finite-difference methods, this procedure enables one to
perform direct calculation for a given parameter at any time
and at any distance along the pipe. Further, one can note that
most of the studies and results on linear elastic lines can be
extended, in a similar manner, to linear viscoelastic lines, the
solution being obtained by numerical inversion of Laplace-
Carson transforms.

References

1 Iberall, A. S., “Attenuation of Oscillatory Pressures in Instrument
Lines," Journal of Research, National Bureau of Standards, Vol. 45, July
1950, R.P. 2115.

2 Nichols, N. B., “The Linear Properties of Pneumatic Transmission
Lines,”’ submitted to the Instrument Society of American for presentation at
the Joint Automatic Control Conference, June, 28-30, 1961, Boulder, Colo.

3 Brown, F. T., ““The Transient Response of Fluid Lines,”’ ASME Journal
of Basic Engineering, Vol. 84, No. 4, Dec. 1962, pp. 547-553.

4 Brown, F. T., and Nelson, S. E., “‘Step Responses of Liquid Lines with
Frequency-Dependent Effects of Viscosity,”” Journal of Basic Engineering,
Vol. 87, No. 2, June 1965, pp. 504-510.

5 Zielke, W., “‘Frequency-Dependent Friction in Transient Pipe Flow,”
ASME Journal of Basic Engineering, Vol. 90, No. 1, Mar. 1968, pp. 109-115.

6 Goodson, R. E., and Leonard, R. G., “‘A Survey of Modeling Techniques
for Fluid Line Transients,”’ ASME Journal of Basic Engineering, Vol. 94, June
1972, pp. 474-482.

7 Tison, G., “Le mouvement non permanent succédant a I’ouverture d’une
vanne sur une conduite en polyéthyléne,”” Communication No. 3, Becetel,
Université de Gand, 1958.

8 Zeller, H., Talukder, N., and Lorentz, I., ““Model Studies of Pulsating
Flow in Arterial Branches and Wave Propagation in Blood Vessels,”” AGARD
Conf. *‘Fluids Dynamics of Blood Circulation and Respiratory Flow,”’ Naples,
Paper 15, AGARD CP 65, 1970.

9 Lorentz, J., and Zeller, H., ‘“‘An Analogous Treatment of Waves
Propagation in Liquid Filled Elastic Tubes and Gas Filled Rigid Tubes,’’ Int.
Conf. on Pressures Surges, Paper B 5, B.H.R.A. Fluid Engineering, Can-
terbury, England, Sept. 1972.

10 Rieutord, E., and Blanchard, A.,
viscoélastique de la conduite dans le phénomene du coup de bélier,”
Rendu Académie des Sciences, Paris, tome 274, 1972, pp. 1963-1966.

11 Rieutord, E., and Blanchard, A., “Ecoulement non permanent en
conduite viscoelastique - Coup de bélier,”” Journal of Hydraulic Research, Vol.
17, No. 3, 1979, pp. 217-229.

12 Gally, M., Guney, M., and Rieutord, E., ““An Investigation of Pressure
Transients in Vlscoelastlc Plpes " ASME JOURNAL oF FLuips ENGINEERING,
Vol. 101, Dec. 1979, pp. 495-499.

13 Klip, W., Van Loon, P., and Klip, D. A., ““Formulas for Phase Velocity
and Damping of Longitudinal Waves in Thick-Walled Viscoelastic Tubes,”’
Journal of Applied Physics, Vol. 38, No. 9, Aug. 1967, pp. 3745-3755.

14 Westerhof, N., and Noordergraaf, A., ‘‘Arterial Viscoelasticity: a
Generalized Model. Effect on Input Impedance and Wave Travel in the
Systematic Tree,”’ J. Biomechanics, Vol. 3, 1970, pp. 357-379.

15 Flaud, P., Geiger, D., Oddou, E., and Quemada, D., ‘“Ecoulements
pulsés dans les tuyaux viscoélastiques, applications a I’étude de la circulation
sanguine,”’ Le Journal de Physique, tome 35, Nov. 1974, pp. 869-882.

16 Flaud, P., Geiger, D., Oddou, E., and Quemada, D., ‘Experimental
Study of Wave Propagation through Viscous Fluid Contained in Viscoelastic
Cylindrical Tube under Static Stresses,”” Biorheology, Vol. 12, 1975, pp.
347-354.

“Influence d’un comportement
Compte-

Journal of Fluids Engineering

17 Wylie, E., and Streeter, Fluid Transients, McGraw-Hill, 1978,

18 Ditkine, V., and Proudnikov, A., *‘Integral transforms and operational
calculus,”” MIR publication, 1978.

19 Mandel, J., ‘“Mécanique des milieux continus,”” Tome I1, Gauthier-
Villars, Paris, 1966, pp. 812-813.

20 Veillon, F., ‘“Numerical Inversion of Laplace Transform,” Com-
munication of the ACM, Vol. 17, No. 10, Oct. 1974, pp. 587-590 (revised ACM
Vol. 2, No. 4, Sept. 1976 and ACM, Vol. 3, No. 1, Mar. 1977).

21 Dubner, H., and Abarth, J., “‘Numerical Inversion of Laplace Transform
and the Finite Fourier Transform,” J. ACM, Vol. 15, No. 1, Jan. 1968, pp.
115-123. )

22 Meissner, E., *‘Das Impulsantwortverfahren - ein mathematisches Modell
zur Berechnung instationarer Strémungsvorgénge in Druckleitungen,’’ Forsch.
Ing.-Wes., 43, Nr. 4, 1977, pp. 115~125,

APPENDIX

A. Approximation for the Wave Front (+ — 73)

The behavior of equations (11), (12), and (13) in the
neighborhood of the wave front can be obtained by con-
sidering the asymptotic development of:

_ ____S__ IO(\/E) 172
=5 (5) e s

Asd=(1+J*(s) ~J(0))~}/?
and, for large value of s,

L,(Vs) > 2

and Z(f):d(s')(l(\/__)
PARRY

J'(0 J"( 1
J*($) = J(0) + —() + ( ) (F)
with
o drJ(T)
7O= G
we obtain:

% —1+ jlz(sf)) %(1”(0) 1'2(0)) +0( ! )

In the same manner:
(10(4’))1/2 . 1 1 71 1

1
St o o o
12(\/;) s—1/2 s 8 s‘3/2 25

41 1 1
VG 0(?)
Substituting for ¢ and (I,/1,)'/? their asymptotic development

in T'(s) and Z(s), we find an expression for equation (11),
(12), and (13) in the following form:
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where for:
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In these expressions, we have put o = J’(0)/2 and
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If we consider a generalized Kelvin-Voigt model where

L, s (g,
a=y L5 and p=—3 3 (5+55)

The inverse transform of f*(s) can be written,

3

C-1f(§) me-U+T' O/ C, (47 W2 jnerfe 0
(8 EO (47) e
withCy =land7=7~ 7 (r>70)
Developing the integral error function /" erfc, we obtain
relation (16) in which B, and B, have the following values:

Bl=1+7(C2-ToC3)+To(Cz/z—T0C3/6)—C1T0 (17)
7 C 4
B2=,,I<2C1+—378——C21'0+—C37) (18)
T 3 3

B. Approximations for Large Value of 7

The approximation of equations (11), (12), and (13) as 7 —
oo can be obtained from series development of these ex-
pressions fors — 0.

We have:

()" 31 o= o)

and

1 - _ - B - s"Z 172
a;_7_(1+J(0)—J(0)+J O)s+7 (0)7)

where
JE0)=lim J*(S) =lim J(7) =J (o)
§—0 T—00
and
. dJj*(s) . A2 J*(5) \
* 7 = . J* " =
7710 ds Is'=0 ’ © ds §=0

Putting k = 1 + J(o) — J(0), we can write for small
values of §:

I 1 J*(0) _
H—\/E(l'i‘g % s
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In the case of a generalized Kelvin-Voigt model

k=1+ ), J, J*'©)=~ Y, Ji7, and J*"(0)=2 Y, J, 7
iz y i=1
Substituting for @ and (I/1;)'/* their development in
Taylor’s series about s = 0, in I'(s) and Z(s), we obtain for

equations (11), (12), and (13):
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C. Frequency Response

Putting §=/Q and Q = wR?/», we obtain immediately the
classical parameters, plotted in Figs. 7, 8, 9, and charac-
terizing the frequency response i.e.,:

1 -
— attenuation: —Ln| 2 | = —Re INWIR
7o Po

— phase velocity: v - &
P Yo Im TGO

—modulus and argument of the characteristic trans-
mittance:

e
Z  @Ty)
As expected from values of @(jQ), the viscoelasticity in-
crease the attenuation and the magnitude of the characteristic

admittance, but decreases the phase velocity and the phase of
the characteristic admittance.
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flow and especially of the fluidelastic instabilities which occur at high flow
velocities. Experiments were conducted in a water tunnel with three- and four-
cylinder clusters, and the behavior was monitored either optically or by in-
strumenting one of the cylinders with strain gauges. With increasing flow, the
amplitude of small random vibrations of the cylinders increased; simultaneously,
the natural frequencies, as a group, decreased, which is in good agreement with
theory. The cylinders eventually lost stability by buckling (divergence), and at
higher flow by flutter. Agreement between theoretical and experimental critical

flow velocities for these fluidelastic instabilities has been found to be good.

1 Introduction

The dynamics of a single cylinder in axial flow have been
studied fairly extensively, e.g. [1-4], and reviewed, e.g. [5,6].
It was firmly established [3] that the cylinders are subjected to
small random vibrations at low flow velocities, induced by
random perturbations in the mean flow; the effect of the
mean flow itself is to generate flow-induced damping and to
lower the natural frequencies of the cylinder. At sufficiently
high flow velocities, however, the system loses stability, first
by buckling (divergence) and then by flutter [1,2]. It was also
shown that in most ordinary industrial systems the cylinders
are not sufficiently flexible nor the flow velocities sufficiently
high for these instabilities to materialize [6].

In 1975, S.-S. Chen’s remarkable work on fluidelastic
coupling in the motions of closely-spaced cylinders [7,8]
opened the way to the study of the dynamics of clusters of
cylinders, as opposed to solitary ones, in axial flow. A
number of significant theoretical papers on the dynamics of
such systems followed, e.g. [9,10], the latter of which studied
at some length the stability of the system. It was found that
the critical flow velocity was substantially reduced in the case
of closely packed cylinder arrays, as compared to a solitary
cylinder in unconfined flow.

The theoretical model for hydrodynamic coupling in still
fluid was found to be in excellent agreement with experiment
[11]. Finally, recent experiments [12] have shown that the
stability characteristics of clusters in axial flow are in broad
agreement with the theoretical model developed by Paidoussis
and Suss [10]. The experiments to be described here com-
plement and extend the work of reference [12], mainly in two
ways: (a) by pinpointing the onset of instabilities much more
accurately, either through optical measurements, or by using
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instrumented cylinders; (b) by studying the frequency content
of the flow-induced vibration and determining its functional
dependence on flow velocity — from essentially zero flow to
the onset of buckling.

The work in this paper is of interest mainly to applied
mechanicians. Nevertheless, -it is also of interest to design
engineers; for, although fluid-elastic instabilities per se are
perhaps of minor interest to them, as they lie beyond the
operating range of most industrial equipment, the
development of a sound theory for the dynamics of clusters of
cylinders in axial flow certainly is. The reason is simple: in the
same way that the theory for dynamics of a solitary cylinder
in axial flow [1,2] served as the foundation for later work
focusing on prediction of low amplitude subcritical vibration,
the theory for the dynamics of clusters of cylinders in axial
flow will serve an analogous role in its own way. Hence,
testing the theory adequately —e.g., by high flow velocity
experiments —is ultimately not only of academic but also of
practical import.

2 The Experimental Setup

All experiments were conducted in a closed-loop water
tunnel, shown diagrammatically in Fig. 1. The water, con-
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Fig.1 Schematic of the water tunnel used in the experiments
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in Test Section

4. Downstream Support

5. Lower Support Friction
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6. Setscrew to prevent
Sliding

(@) by

Fig. 2 (a) Schematic of the upper and lower supports for mounting a
maximum of four cylinders in the water-tunnel test section. (b)
Schematic of a system of three cylinders in the test section (not to
scale), showing an exploded view of the arrangement for a clamped
upper end and a clamped (axially sliding or tixed) lower one.

tinuously deaerated, passes through a specially designed bend,
equipped with turning vanes, and then through screens
(“‘grids’’) and a contraction section, all of which ensure that
at the vertical test section the flow is uniform and of relatively
low turbulence. The heat exchanger maintains the fluid at a
constant temperature.

Most experiments were conducted with three- or four-
cylinder clusters. The cylinders were specially cast from low-
viscosity silicone rubber. The upper and lower supports and
the manner of mounting of cylinders between them are shown
in Fig. 2. The design was such that, by sliding the supports on
the support bars, different cluster configurations could be
generated. The four-cylinder configurations tested were
always symmetric, while the three-cylinder configurations
were mostly asymmetric (see also the insets in Fig. 3). The
coordinate system utilized is defined in Fig. 2(b). The
cylinders were 25.3 mm in diameter, and the inner diameter of
the test section 205 mm.

Experiments were conducted with the ends of the cylinders
either clamped, as shown in Fig. 2(b), or ‘‘pinned’’ with the
aid of universal ball joints at the supports. The lower support
was so designed as to provide the choice of either a positively
fixed end, or one in which axial sliding is permitted. In the
latter case, because sliding necessitates allowing some lateral,
albeit infinitesimal clearance, an imperfectly irrotational end
condition was sometimes obtained, rather than a truly
clamped one; this condition was considered equivalent to
having a pinned end, restrained by a heavy rotational spring.
Such support conditions are referred to as ‘‘clamped-
sprung,”’ to differentiate them from true clamped-clamped
boundary conditions; the effective rotational spring constant
was measured in such cases by simple means [12], and used in
the analysis when comparing theory to experiment.

Most observations on the behavior of the cylinders were
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Fig. 3 (a) Typical well-defined thresholds of buckling for pinned-
pinned and clamped-sprung three-cylinder systems with axially sliding
bottom supports, obtained by optical measurements, showing also
three of the regimes of dynamical behavior, 1, 2, and 3, encountered
with increasing dimensionless flow velocity, u. (Dimensionless
parameters: §=0.467, ¢ = 16.67, v=1.38, h=0.176, ¢y = 0.016, cp =0.0;
for the pinned-pinned system: D4/R = 1.5, D,/R =1.25; for the clamped-
sprung system: D4/R=1.5, Dy/R=2.0) Maximum uncertainty in
dimensionless maximum displacement, y/D: +100 percent for y/D <
0.1; +20 percent for larger y/D; uncertainty in u: + 5 percent. (b) Typical
transition to buckling of a clamped-ciamped four-cylinder instrumented
system. (Dimensionless parameters: ($=0.466, ¢=20.6, v=1.93,
h=0.197, ¢;=0.027, ¢, =0.20,D5/R=0.75, xr=o0; for the case of an
axially fixed lower support: I'=0, I =141, »=0.47.) Uncertainty in y/D:
< +15 percent in 86 percent of data points (5/6ths of cases), and < +20
percent in 94 percent of data points (19/20ths of cases); uncertainty in u
= +5percent.

made visually through the transparent test section. However,
in conjunction with the onset of buckling, optical
measurements of displacement versus flow were made, in
order to pin-point the threshold flow velocity.

More recently, experiments were also done with one of the
cylinders instrumented with strain gauges, implanted in the
cylinder by a special technique, and capable of determining
flexure, and hence amplitude of motion, in two mutually
perpendicular planes; with the aid of a rectangular-to-polar
conversion circuit the total displacement vector of the cylinder
could be monitored electronically. The signal was passed
through filters and a digital voltmeter, and/or processed by a
Fast-Fourier-Transform (FFT) signal analyzer. This per-
mitted the detailed study of frequency content and amplitude
of the flow-induced vibration, as well as the more precise
determination of the onset of instability.

3 General Observed Behavior

Experiments were conducted in the range of flow velocities
attainable by the water tunnel, i.e., 0 to 6 m/s. As the flow
velocity was increased, at least four different regimes of
dynamical behavior could be identified: (i) the subcritical
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regime, where system behavior was dominated by small
amplitude random vibration; (ii) a transition region to the
third regime; (iii) the buckled state where the cylinders have
collapsed, either toward one another or in another charac-
teristic pattern; (iv) the region of large amplitude flutter.
These regimes will be discussed in greater detail below.
Typical plots of mean displacement away from the vertical-
equilibrium position versus flow velocity, shown in Fig. 3(a),
help identify the first three regimes; flutter occurs at flow
- velocities higher than shown.

3.1 The Subcritical Regime. The random vibrations occur
in a fairly broad frequency band (vide Section 5.1), in contrast
to the vibrations of a single cylinder which are of the narrow-
band type [3]. In axial form they are almost totally of the
first-mode shape, but in terms of cross-sectional intercylinder
patterns of motion, they appear to involve several, if not all,
of the theoretical modal patterns ([10,12]; vide also Section 4)
in a jumbled mixture. As the flow velocity is increased, the
rms values of the vibration amplitude increase quite con-
siderably. At the same time, the frequency band broadens by
expanding on the low frequency side. This, as will be seen, is
in good agreement with theoretical predictions.

3.2 The Transition Region. Here the steady-state
displacement away from the vertical begins to become ap-
preciably large [Fig. 3(a)]. The vibration amplitudes continue
to grow; the vibration frequency band stretches to almost zero
on the low side, signalling the approach of buckling. The
sharpness of the onset of buckling depends on the boundary
conditions; the ‘“stiffer’’ they are, the more gradual it is. This
may be seen in Fig. 3, where the sharpest rise in steady-state
displacement is for a pinned-pinned system, where axial
sliding of the lower end is allowed, and the most gradual rise
is for the clamped-clamped system with an axially fixed lower
support.

3.3 The Buckled State. In this state the cylinders are
severely bent, often in a cross-sectional pattern where they all
have moved toward the center of the channel; especially when
the cylinders are free to slide at the lower support, they may
even bend enough to touch one another. Vibration about this
bent state is considerably abated. However, in some cases the
cylinders snap back and forth from an inward collapsed form
to an outward one.

3.4 The Region of Large Amplitude Flutter. As the flow
velocity is increased further, large amplitude oscillations are
precipitated, at first intermittently, then more regularly, of
combined first- and second-axial-mode shape.

The results shown in Fig. 3 are typical of many similar
ones. The repeatability of these experiments was very good,
especially with the instrumented cylinders; as shown in Fig.
3(b) the results with the open and closed circles are very
similar; indeed, each of these symbols corresponds to two or
more independent runs, not differentiated here for the sake of
clarity.

4 Theoretically Predicted Behavior

A brief review of the theoretically predicted behavior will
be given here, mainly to aid comparison of experiment with
theory. Interested readers may find greater detail in references
[10,121.

For cylinders of length L, diameter D, cross-sectional area
A, mass per unit length m, and flexural rigidity £/, in an axial
flow of velocity U, and fluid density p, the dynamics of the
system are found to be governed by the following parameters:

u = (pA/EIN"*UL = adimensionless flow velocity, and
B = pA/(pA—m),e¢ = L/D,y = [(pA—m)/ENgL’,
h = D/Dy,a = (I/[E(pA+m)]}" p/L?,

Cr = (4/7I')Cf,cb = (4/1F)Cb,K = CLL/EI,
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Fig.4 Typical theoretical axial mode shapes and inter-cylinder (cross-
sectional) patterns of vibration (in the squares) of the lowest six modes
of the first-mode group, and of the lowest two of the second-mode
group, for a three-cylinder, pinned-pinned system with the bottom ends
free to slide axially, at u=0.5. In each case, the associated dimen-
sionless frequency of oscillation, w, and the damping parameter | are
shown. (Dimensionless system parameters: same as in Fig. 3(a), but
Do/R =1.0; « was taken to be zero.)

where D, is the hydraulic diameter in the channel, p is a
viscoelastic dissipative constant, C; the frictional coefficient,
and C, a form drag coefficient at the lower (downstream)
support; ¢; is the rotational spring constant for an im-
perfectly clamped lower support (¢, =0 for a pinned end).
These are sufficient if the lower support is free to slide axially;
in the case of a fixed end, ¢, =0, but one needs the additional
parameters I1=pAL?/EI, T'= TL?/EI and Poisson’s ratio »,
where p is the mean pressure, and 7 the mean axial tension
imposed by other than the flow.

For a cluster of K cylinders one finds that the system
possesses 2K complex conjugate pairs of ‘‘first-mode”’
eigenvalues, in the sense that they correspond to modes with
first-beam-mode axial modal shapes (at least at low flow
velocities), but each is associated with a distinctive cross-
sectional pattern of inter-cylinder motions; similarly, there
are 2K pairs of ‘‘second-mode’’ eigenvalues, and so on. The
real part of the eigenvalues is proportional to a dimensionless
damping factor, {, and the imaginary to a dimensionless
circular frequency, «; they are related to the circular
frequency of oscillation, Q— for any given mode — and to the
corresponding modal logarithmic decrement, 8, by

{pA +m
w=
EI

Figure 4 illustrates the cross-sectional patterns of inter-
cylinder motions that differentiate one mode from another
within the same group of 2K modes, as well as the
corresponding axial modal shapes of one of the cylinders, for
a typical three-cylinder pinned-pinned system' at u=0.5,
which is a relatively low flow velocity (vide Fig. 3(a)). All six
modes of the first mode group are shown, as well as the lowest
two of the second-mode group, together with the associated w
and ¢.

With increasing flow, the values of « decrease for all
modes, but fastest for that with the lowest w, and slowest for
that with the highest. This is demonstrated in Fig. 5, where the
values of w and ¢ are plotted in Argand-diagram form, (@) for
the first (lowest) eigenmode in the first-mode group and (b)

% w
I QL? and = — 6.
27

"It should be noted that the cross-sectional modal patterns are sensitive to
changes in geometry. Thus, for D, /R, D; /R (vide Fig. 3(a)) other than those
of Fig. 4, the angles and relative amplitudes of inter-cylinder motions would be
different (cf. Fig. 3 of reference [10]).
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mode of the first:mode group of a three-cylinder, pinned-pinned
system. (Dimensioniess system parameters: $=0.467, ¢=16.67,
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clarity.
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Fig. 6 Observed power-spectral-densities for the mid-cylinder
displacement, §, in the (y,x)-plane of a cylinder in a cluster of four
clamped-clamped cylinders, for three different dimensionless flow
velocities u. Frequency resolution. Af =0.024 Hz; 500 averages. System
parameters: 3=0.466, ¢ =18.6, vy =1.42, h=0.197,I'=0, 1 =115, » = 0.47,
Dy/R=1.

for the highest mode of that group, It is seen that eventually,
for high enough values of the dimensionless flow velocity, #,
the first mode loses stability by buckling (w=0, {<0) at
u=u,=2.69, and at yet higher flow by flutter (w0, {<0) at
u=u,=5.25. The other modes, exemplified here by the sixth,
behave similarly, but loss of stability in these modes occurs
successively at correspondingly higher flow velocities.

It should be noted that with increasing flow, the axial mode
shape of each of the modes changes [12] —so that, eventually,
“first-mode’’ axial shapes begin to look more like second-
beam-mode axial shapes —but the cross-sectional patterns of
inter-cylinder motions remain unaltered.

5 Comparison between Theory and Experiments

Comparing the previously described, general observed
behavior of the system with that predicted theoretically, it
may be concluded that the two are in broad qualitative
agreement.

Journal of Fluids Engineering

Some significant differences do, nevertheless, exist. For
instance, the theoretically predicted succession of buckling in
each of the modes of the first-mode group could not be ob-
served. In the experiments, once the system lost stability by
buckling in the manner shown in Fig. 3, presumably in one
specific mode, the post-buckling behavior was both complex
and not wholly repeatable; in any event, the thresholds of
higher-mode buckling instabilities could not be defined. This
is not surprising, as one could hardly expect linear theory to
predict the behavior of the system beyond the threshold of the
first instability encountered. Nevertheless, it is of interest that
flutter does materialize at sufficiently high flow velocities.

Considering, next, quantitative agreement between theory
and experiment, two quantities will be compared: the natural
frequencies of oscillation and the critical flow velocities.

5.1 Comparison Between Theoretical and Experimental
Natural Frequencies. Experiments were done with an in-
strumented four-cylinder system. According to theory there
should be eight distinct first-mode eigenfrequencies; or, if the
symmetry of the system was perfect, a maximum of two pairs
of these eigenfrequencies would be repeated, yielding six
distinct ones.

In the experiments, the system was allowed to be excited by
the random pressure field, rather than by intrusive
mechanical excitation. Observations were made by taking the
power spectral density (p.s.d.) of the vibration signals, such as
those shown in Fig. 6 for three different flow velocities. The
experimental band of dominant vibration frequencies of Fig.
6 was found to always be in the neighbourhood of the
theoretical eigenfrequencies of the first-mode group. The
second- and third-mode groups of frequencies could also be
discerned, but with very small energy content. Figure 6 shows
clearly that with increasing flow (a) the amplitude of vibration
is increased and (b) the vibration frequency band becomes
broader and shifts toward lower frequencies.

Within each p.s.d. plot it was found difficult to pinpoint
with certainty individual frequencies, as (i) the dominant
frequency peaks within the band shifted from one experiment
to the other, and (ii) the number of the dominant peaks was
sometimes smaller, but usually larger than the theoretical
number of six to eight?. However, the frequency band itself
remained sensibly unchanged and well defined, and it was
decided to compare theoretical and experimental bands of
frequencies, rather than individual frequencies. A typical such
comparison is made in Fig. 7, where agreement is seen to be
reasonably good3. It should be noted that the flow velocity at
which the minimum frequency w.thin the band is essentially
zero corresponds to the onset of buckling, which is in good
agreement with theory (cf. Fig. 5).

5.2 Comparison of the Critical Flow Velocities. The
dimensionless critical flow velocity for buckling, u.,, was
determined from curves, such as those of Fig. 3, by the

2 This was found to be the case for various settings of the FFT analyzer: e.g.,
for various sampling times, number of ensemble averages, etc. Hence, this
appears to be a characteristic of the vibration itself, rather than of the mode of
signal analysis. (Similar occurrences in the case of strongly coupled vibrations
of clustered cylinders in cross flow have also been reported [13].) The reasons
for this behavior remain elusive. One possible reason is that the vibration is not
purely planar, as supposed by theory, but contains important orbital com-
ponents —as revealed by (y—z)-plots of the vibration; also, for larger am-
plitudes of motion, amplitude-dependent nonlinear fluid effects could become
significant. Both effects would act to produce a broader frequency response
than the six to eight distinct peaks predicted by theory. This is partly supported
by the observation that, as the number of ensemble averages is increased, the
prominent peaks and valleys become smoothed out, resulting in p.s.d.’s much
more like that for =4 in Fig. 6 than that for u=5.

In comparing theory and experiment, all quantities necessary for defining
the dimensionless parameters of Section 4 were measured in each case, with the-
exception of cr which was estimated from information on the drag of long
cylinders inclined to the flow [14,15), and ¢, which was estimated from wind-
tunnel data {16].
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Fig. 7 Comparison of the theorstical eigenfrequencies of the first-
mode group with the observed vibration frequency band, at different
values of the dimensionless flow velocity, u, for a system of four
ciamped-clamped cylinders. (Dimensionless system parameters:
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dimensionless units in 4/5ths of the cases, including fixed errors.

“‘tangent method’, i.e., u,, is defined as the intercept on the
abscissa of a tangent drawn to the steep part of the curve.
Examination of Fig. 3 makes it immediately obvious that the
result will depend on exactly what position of the curve the
tangent is drawn to; moreover, the uncertainty is greater in
some cases than others. The critical flow velocity for flutter,
u.s, was defined as the point of more-or-less coherent large
amplitude oscillation; obviously, there is some uncertainty in
pin-pointing this instability also.

The critical flow velocities for buckling and flutter are
compared to theory in Fig. 8, for three-cylinder systems,
where measurements were taken optically. The analogous
comparison for buckling of sqme instrumented four-cylinder
systems is made in Table 1. The theoretical critical flow
velocities are those associated with the lowest mode.

The bars in Fig. 8 represent the maximum uncertainty in
defining the threshold of instability for the reasons discussed
above. Consistently with Fig. 3, the uncertainty in the case of
cylinders with pinned ends is considerably smaller than in the
case of nominally clamped (clamped-sprung) ones. Never-
theless, agreement between theory and experiment may be
said to be, on the whole, satisfactorily good; this is especially
true insofar as u., is concerned, which, strictly, is the only
experimental quantity to which linear theory should be
compared.

Some experiments with uninstrumented four-cylinder
systems have already been reported [12]; hence, only new
experimental data obtained with instrumented systems will be
discussed here. Experimental and theoretical values of u,, are
compared in Table 1. The experimental values in this case
were determined by drawing the tangent to the steepest, upper
part of the amplitude-versus-flow curve; they are not deemed
to be correct to better than 10 percent, for the reasons
already discussed. It should be noted that in Table 1 (as well
as in Fig. 7) the critical flow velocities have been corrected for
non-uniformity in flow-velocity distribution in the test sec-
tion, produced, especially at small D,/R,* by the presence of
the cluster of cylinders in the central portion of the test sec-
tion; this results in a mean flow velocity, in the neighborhood
of the cylinder cluster, lower than the measured overall mean
flow in the test section. The necessary correction was
established by mapping the velocity distribution in the test

4 For the definition of D, /R, see inset in Fig. 3(b).
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Table 1 Comparison between theoretical and experimental
critical flow velocities for buckling, u_, for four-cylinder
instrumented cylinders. Experimental values are within + 10
percent. [D,/R is defined in inset of Fig. 3(b).]

Support Conditions Geometry Values of t
D3y/R Experiment Theory

Clamped-clamped 0.75 5.10 4.84
cylinders; axially 1.00 5.30 5.24
sliding lower support 1.50 5.45 5.78
Clamped-clamped 0.75 5.70 5.26
cylinders; axially 1.00 5.53 5.64
fixed lower support 1.50 6.04 6.12

section, with the flexible cylinders substituted by rigid ones; it
amounted to a maximum of 5 percent for D,/R=0.75 and
~2 percent for D,/R=1.5.

The degree of agreement between theory and experiment in
Table 1 may be considered to be reasonably good, especially
when the various simplifying assumptions of the theory [10]
are taken into account.

6 Conclusion

This paper presented results of two series of experiments on
fluid-elastic instabilities of clusters of cylinders in axial flow.
In the first set of experiments, uninstrumented three-cylinder
clusters were tested, displacement measurements being taken
by optical means. These experiments extend, refine, and
complement those of reference [12].

In the second set of experiments, instrumented four-
cylinder clusters were tested. In this case, not only the onset of
instability could be defined more clearly and easily, but also
the flow-induced vibration itself could be monitored and its
evolution with increasing flow velocity studied. The results
shown in Figs. 6 and 7 show clearly how the band of observed
predominant frequencies of vibration shifts to lower
frequencies as the flow velocity is increased; for sufficiently
high flow velocity, the low side of the frequency band
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vanishes, indicating that one of the vibration frequencies is
essentially zero. This was found to correspond to the onset of
buckling, and is in remarkable agreement with the
theoretically predicted behavior of the system. .

Unfortunately, although the band of flow-induced
vibration frequencies could be defined, by means of power-
spectral-density analysis of the vibration signal, the
theoretically predicted individual frequencies within the band
could not be pin-pointed. This aspect of the problem, together
with others not related to the stability of the system, but
rather to subcritical vibration, are under continuing study and
will eventually be published as a separate paper.

Concerning the critical flow velocities for loss of stability
by buckling, it has been found in Fig. 8 and Table 1 that
theory is adequately successful in their prediction; agreement
between theoretical and experimental threshold flow velocities
is fairly good. Such comparisons are made more difficult by
uncertainties associated with the experimental values, related
to the definition of exactly when instability has taken place,
especially in cases where divergence from the position of
vertical equilibrium with increasing flow occurs gradually,
rather than abruptly.

It is gratifying, if surprising, to report that the critical flow
velocities for the flutter instabilities, which occur at higher
flow velocities than buckling, may be predicted by theory,
also reasonably well.

On the whole, it may be concluded that the theoretical
model for the dynamical behavior of such systems in axial
flow—at least for the boundary conditions and other
parameters tested in this paper — is quite sound.

7 Acknowledgments

The authors gratefully acknowledge the Natural Sciences
and Engineering Research Council of Canada and ‘‘Le
programme de formation de chercheurs et d’action concertée
DGES-FCAC”’ of Québec for supporting this research. The
support by the Whiteshell Nuclear Research Establishment of
Atomic Energy of Canada of the earlier components of this
research programme is equally gratefully remembered.

References

1 Paidoussis, M. P., “Dynamics of Flexible Slender Cylinders in Axial
Flow. Part 1: Theory,” Journal of Fluid Mechanics, Vol. 26, 1966, pp.
717-736.

2 Paidoussis, M. P., “Dynamics of Flexible Slender Cylinders in Axial
Flow. Part 2: Experiments,’’ Journal of Fluid Mechanics, Vol. 26, 1966, pp.
737-751.

3 Chen, S.-S., and Wambsganss, M. W., “‘Parallel Flow-Induced Vibration
of Fuel Rods,”” Nuclear Engineering and Design, Vol. 18, 1972, pp. 253-278.

4 Paidoussis, M. P., “Dynamics of Cylindrical Structures Subjected to
Axial Flow,’”’ Journal of Sound and Vibration, Vol. 29, 1973, pp. 365-385.

5 Chen, S.-S., “Parallel Flow-Induced Vibrations and Instabilities of
Cylindrical Structures,”’ Shock and Vibration Digest, Vol. 6, 1974, pp. 1-11.

6 Paidoussis, M. P., *“Vibration of Cylindrical Structures Induced by Axial
Flow,”” ASME Journal of Engineering for Industry, Vol. 96, 1974, pp.
547-552.

7 Chen, S.-S., “Vibration of Nuclear Fuel Bundles,’’ Nuclear Engineering
and Design, Vol. 35, 1975, pp. 399-422.

8 Chen, S.-S., ‘“Vibrations of a Row of Circular Cylinders in a Liquid,”’
ASME Journal of Engineering for Industry, Vol. 97, 1975, pp. 1212-1217.

9 Chung, H., and Chen, S.-S., “Vibration of a Group of Circular Cylinders
in Confined Fluid,’” ASME Journal of Applied Mechanics, Vol, 44, 1977, pp.
213-217.

10 Paidoussis, M. P., and Suss, S., “*Stability of a Cluster of Flexible
Cylinders in Bounded Axial Flow,”’ ASME Journal of Applied Mechanics, Vol.
44, 1977, pp. 401-408,

11 Chen, S.-S., and Jendrzejczyk, J. A., “Experiments in Fluidelastic
Vibration of Cantilevered Tube Bundles,”” ASME Journal of Mechanical
Design, Vol. 100, 1978, pp. 540-548.

12 Paidoussis, M. P., “The Dynamics of Clusters of Flexible Cylinders in
Axial Flow: Theory and Experiments,”’ Journal of Sound and Vibration, Vol.
65, 1979, pp. 391-417. ‘

13 Haslinger, K. H., oral presentation at the Heat Exchanger Tube
Vibration Working Group Meeting, Argonne National Laboratories, CT/VA
1511; Argonne, Ill., 19 Nov. 1980.

Journal of Fluids Engineering SEPTEMBER 1982, Vol. 104 347

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



vanishes, indicating that one of the vibration frequencies is
essentially zero. This was found to correspond to the onset of
buckling, and is in remarkable agreement with the
theoretically predicted behavior of the system. .

Unfortunately, although the band of flow-induced
vibration frequencies could be defined, by means of power-
spectral-density analysis of the vibration signal, the
theoretically predicted individual frequencies within the band
could not be pin-pointed. This aspect of the problem, together
with others not related to the stability of the system, but
rather to subcritical vibration, are under continuing study and
will eventually be published as a separate paper.

Concerning the critical flow velocities for loss of stability
by buckling, it has been found in Fig. 8 and Table 1 that
theory is adequately successful in their prediction; agreement
between theoretical and experimental threshold flow velocities
is fairly good. Such comparisons are made more difficult by
uncertainties associated with the experimental values, related
to the definition of exactly when instability has taken place,
especially in cases where divergence from the position of
vertical equilibrium with increasing flow occurs gradually,
rather than abruptly.

It is gratifying, if surprising, to report that the critical flow
velocities for the flutter instabilities, which occur at higher
flow velocities than buckling, may be predicted by theory,
also reasonably well.

On the whole, it may be concluded that the theoretical
model for the dynamical behavior of such systems in axial
flow—at least for the boundary conditions and other
parameters tested in this paper — is quite sound.

7 Acknowledgments

The authors gratefully acknowledge the Natural Sciences
and Engineering Research Council of Canada and ‘‘Le
programme de formation de chercheurs et d’action concertée
DGES-FCAC”’ of Québec for supporting this research. The
support by the Whiteshell Nuclear Research Establishment of
Atomic Energy of Canada of the earlier components of this
research programme is equally gratefully remembered.

References

1 Paidoussis, M. P., “Dynamics of Flexible Slender Cylinders in Axial
Flow. Part 1: Theory,” Journal of Fluid Mechanics, Vol. 26, 1966, pp.
717-736.

2 Paidoussis, M. P., “Dynamics of Flexible Slender Cylinders in Axial
Flow. Part 2: Experiments,’’ Journal of Fluid Mechanics, Vol. 26, 1966, pp.
737-751.

3 Chen, S.-S., and Wambsganss, M. W., “‘Parallel Flow-Induced Vibration
of Fuel Rods,”” Nuclear Engineering and Design, Vol. 18, 1972, pp. 253-278.

4 Paidoussis, M. P., “Dynamics of Cylindrical Structures Subjected to
Axial Flow,’”’ Journal of Sound and Vibration, Vol. 29, 1973, pp. 365-385.

5 Chen, S.-S., “Parallel Flow-Induced Vibrations and Instabilities of
Cylindrical Structures,”’ Shock and Vibration Digest, Vol. 6, 1974, pp. 1-11.

6 Paidoussis, M. P., *“Vibration of Cylindrical Structures Induced by Axial
Flow,”” ASME Journal of Engineering for Industry, Vol. 96, 1974, pp.
547-552.

7 Chen, S.-S., “Vibration of Nuclear Fuel Bundles,’’ Nuclear Engineering
and Design, Vol. 35, 1975, pp. 399-422.

8 Chen, S.-S., ‘“Vibrations of a Row of Circular Cylinders in a Liquid,”’
ASME Journal of Engineering for Industry, Vol. 97, 1975, pp. 1212-1217.

9 Chung, H., and Chen, S.-S., “Vibration of a Group of Circular Cylinders
in Confined Fluid,’” ASME Journal of Applied Mechanics, Vol, 44, 1977, pp.
213-217.

10 Paidoussis, M. P., and Suss, S., “*Stability of a Cluster of Flexible
Cylinders in Bounded Axial Flow,”’ ASME Journal of Applied Mechanics, Vol.
44, 1977, pp. 401-408,

11 Chen, S.-S., and Jendrzejczyk, J. A., “Experiments in Fluidelastic
Vibration of Cantilevered Tube Bundles,”” ASME Journal of Mechanical
Design, Vol. 100, 1978, pp. 540-548.

12 Paidoussis, M. P., “The Dynamics of Clusters of Flexible Cylinders in
Axial Flow: Theory and Experiments,”’ Journal of Sound and Vibration, Vol.
65, 1979, pp. 391-417. ‘

13 Haslinger, K. H., oral presentation at the Heat Exchanger Tube
Vibration Working Group Meeting, Argonne National Laboratories, CT/VA
1511; Argonne, Ill., 19 Nov. 1980.

Journal of Fluids Engineering

14 Taylor, G. 1., ‘“‘Analysis of the Swimming of Long and Narrow
Animals,”” Proceedings of the Royal Society (London), Vol. 214(A), 1952, pp.
158-183.

15 Hoerner, S. F., Fluid-Dynamic Drag, published by the author; Brick
Town, N.J., 1965,

16 Hannoyer, M. J., “Instabilities of Slender, Tapered Tubular Beams
Induced by Internal and External Axial Flow,”’ Ph.D., thesis, 1977, Department
of Mechanical Engineering, McGill University, Montreal, Québec, Canada.

DISCUSSION

D. S. Weaver!

Professor Paidoussis and his coworkers are to be
congratulated on their careful examination of the stability
behavior of a cluster of cylinders in axial flow. The theoretical
and physical modelling of flow induced vibration problems is
generally quite difficult and the agreement found by the
authors is excellent by standards in this field. The results have
importance beyond the particular application dealt with in
this paper.

In the first place, the authors have obtained good
agreement between theory and experiment for post divergence
flutter. The possibility of such a phenomenon has been
predicted theoretically for related problems in this class, such
as fixed ended plates and shells in axial flow, but has always
been the subject of controversy. The few experiments which
have been carried out in the past have generally proven in-
conclusive as the observed flutter behavior has departed
significantly from theoretical predictions (see, for example,
reference [1]). In this regard, it would be helpful if the authors
could elaborate on their flutter observations. Presumably, the
power spectral density of tube response showed a clear peak
or narrow band of peaks characteristic of a much more
regular motion than that induced by turbulence. Did the
frequency behavior follow the trend predicted theoretically
such as is shown in Fig. 5? What happened to the maximum
tube amplitude in flutter as compared with that in divergence?

Secondly, the amplitude versus velocity plots of Fig. 3 very
nicely illustrate the difficulties in defining the stability
threshold from experimental data, even when the latter has
been obtained meticulously from careful and repeated ex-
periments. This is a common problem in flow induced
vibrations and is aggravated by turbulence [2] and strong fluid
coupling which produces a multiplicity of structural response
frequencies [3]. Interestingly, the static buckling of con-
servative elastic systems may also depart significantly from
the ideal theoretical behavior and an extensive literature on
the effects of ‘‘imperfections’” has developed (see, for
example, reference [4]). In the present paper, the regions
marked ‘“2”” in Fig. 3(a) represent the actual uncertainty limits
in defining the stability threshold. The ‘‘tangent”’ method
used by the authors is probably the best approximation in this
instance but this is not always the case [3]. The important
point here is that when experiments are being used to validate
a theory, a method must be used which is consistent with the
assumptions implicit in the theory. For a linear theory, this

means a small amplitude departure from the static
equilibrium state.
Finally, the authors’ observations of the band of

frequencies associated with fluid-coupled modes of the tubes
are very similar to those seen for tubes in a cross-flow. The
assumption that one would expect a number of peaks equal to
twice the number of tubes is based on the ideal behavior of
those tubes in quiescent fluid. Each tube has two degrees of
freedom in each axial mode and the effects of fluid added

professor, Depariment of Mechanical Engineering, McMaster University,
Hamilton, Ontario, Canada L8S 4L.7
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mass in a heavy fluid produce a number of distinct relative
modes equal to twice the number of interacting tubes. The
effects of turbulence and strong fluid coupling in a flowing
fluid could cause random disturbances to the ideal fluid added
mass. Thus the tube response spectra would generally show
more peaks than expected from structural considerations
alone. The present experiments show that the separation in
coupled mode frequencies increases with increase in flow
velocity. It might be expected that the individual relative
modes and perturbations about these would become more
distinct. Was this observed at higher flow velocities? Also,
our experiments for tube bundles in cross-flow show that
instability is associated with many different relative modes
depending on the velocity excess over the stability threshold
[5]. Was similar behavior observed for the flutter of the tubes
in axial flow?
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M. J. Pettigrew?

The authors are to be congratulated for a very thorough
and enlightening presentation on fluidelastic instability of
clusters of cylinders subjected to axial flow. This discusser
would like to express a few comments as follows:

(1) The dynamic behavior of a cluster of cylinders is
dependent on the dynamic properties of the individual
cylinders. The resulting mode shapes, particularly
during instability, would be affected by the degree of
similarity between cylinders. Were the properties of the
individual cylinders, i.e., natural frequencies and in-
ternal damping very similar? In practice there often are
large differences in dynamic properties of say tubes in a
heat exchanger tube bundle or in fuel elements in a
nuclear fuel cluster. What would be the effect of such
dissimilarities? Should a statistical approach be used to
treat the problem of large clusters of somewhat
dissimilar cylinders?

(2) The generally observed dynamic behavior of the
cylinders is very similar to that of a single cylinder
subjected to confined annular flow?. This is not sur-
prising. The authors may wish to comment on the
similarities and the differences between the two
situations,

(3) Generally the agreement between theory and ex-
periment is remarkably good considering that the
theory is linear and that when the cylinders move close

2 Atomic Energy of Canada, Ltd., Chalk River Nuclear Laboratories,
Engineering Research Branch, Chalk River, Ontario KOJ 1J0 Canada.

3Paidous,sis, M. P., and Pettigrew, M. J., “Dynamics of Flexible Cylinders
in Axisymmetrically Confined Flow,” ASME Journal of Applied Mechanics,
Vol. 46, 1978, pp. 37-44.
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to each other there are nonlinear relationships. Would

the authors be prepared to comment on the benefit

versus the added complexity of a nonlinear theory.
(4) This discusser sympathizes with the authors’ difficulties
in defining the flow velocity for instability. This
problem also exists in studies of fluidelastic instability
in tube bundles subjected to cross-flow. The important
point is to document how the velocity is defined as the
authors have done. '
In the reported experiment the ratio of inter-cylinder
spacing D and cylinder radius R, i.e., D/R is relatively
large. In practice, in nuclear fuel bundles and in heat
exchanger tube bundles the ratio D/R is smaller. Would
the theory be equally applicable for smaller D/R?
Probably not because of increased nonlinear effects.
Would the authors care to comment on this?

&

~—

Authors’ Closure

We are very grateful to Professsor D. S. Weaver and Dr.
M. J. Pettigrew for their thoughtful discussion of our paper
and for giving us the opportunity to clarify some points and to
add information which may be potentially useful to other
readers as well. We shall respond to Dr. Weaver’s discussion
first.

With regard to post-divergence flutter, we agree that ob-
servations rarely accord well with theoretical predictions.
Nevertheless, the case of cylindrical structures subjected to
external flow appears to be an exception. Thus, in ex-
periments with a single flexible cylinder (with pinned ends) in
axial flow [1], the measured critical flow velocities for post-
buckling flutter, u., were within 20 percent of the
theoretically predicted values [2]; the limit-cycle frequencies
and those predicted by linear theory were not so close, but still
they were within a discrepancy margin of 50 percent, and
usually much better. In this light, it was not totally unex-
pected, but gratifying nonetheless, that theoretical and ex-
perimental values of u., in the case of clusters of cylinders
would be in fair agreement.

One of the difficulties of obtaining u., experimentally, both
for a single cylinder and for clusters, is that the oscillation
starts in the form of unsteadiness in the buckled state of the
cylinders, with the cylinder flip-flopping (snapping through)
from a buckled form on one side of the straight equilibrium
configuration to another; as the flow velocity is increased, this
irregular square-wave form of the oscillation gradually
becomes transformed into a more coherent sinusoidal form
with a predominant frequency. (Incidentally, theory agrees
with these observations, to the extent that it predicts that at
the flutter threshold the frequency of oscillation is usually
vanishingly small [2, 3], but that it increases sharply with
increasing flow velocity.) The observed oscillations were
almost never quite continuous, being disrupted by quasi-
quiescent interludes during which the system seemed to be
buckled once more in a specific modal pattern, suggesting that
several forms of instability were present concurrently (again
as predicted by linear theory, despite the highly nonlinear
character of the motions involved). Here, in answer to one of
the questions raised, the amplitude of the fluttering cylinders
was initially as large as that of the buckling instability and of
the same order as intercylinder spacings; in some cases the
amplitude exceeded that, resulting in impact between
cylinders. Most observations here were made optically.
Cylinders instrumented with strain gauges (requiring lengthy
and painstaking preparation and some expense) have very
short lives under such conditions; once the experimental
program currently under way has progressed sufficiently, it is
planned to ‘‘sacrifice’” a number of these instrumented
cyliniders in order to better study system behavior around
u=u(f.
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Concerning the second point raised by the discussion,
namely the difficulties of defining the instability threshold for
divergence, we fully agree with him. In this connection, it
should be incumbent on all authors to show some of their raw
data in some such form as Fig. 3 and to state clearly the exact
method by which they derive therefrom the critical condition
for instability. .

Regarding the frequency content of vibration, this proved
to be one of the most interesting aspects of the work; it is not
elaborated in the paper, because it is peripheral to the in-
stability problem, which is its main concern. The reasons
advanced by Dr. Weaver are undoubtedly among those
leading to the absence of identifiable discrete frequencies in
the vibration spectrum. This, incidentally, persists even at
high flow velocities.

The PSDs of Fig. 6 are typical for vibration of one of the
cylinders in a direction corresponding to one of the sides of an
imaginary square joining the centers of the four cylinders in
the cluster in a cross-sectional plane. For this cluster
geometry, however, the theoretical characteristic cross-
sectional modal patterns—corresponding to those shown in
Fig. 4 for the three-cylinder cluster—are predominantly in the
directions of the diagonals to that imaginary square, or at 90
deg to these diagonals. Taking PSDs in one of these direc-
tions, it was interesting to see that (/) the dominant
frequencies in the spectra corresponded to the theoretical
frequencies associated with cross-sectional modal patterns for
which the theoretical cylinder motions were in that direction;
(if) the theoretical frequencies for which the modal patterns
involved motion normal to the direction being measured
corresponded to low points in the measured PSDs. Thus there
is closer correspondence between theory and experiment than
might appear from the results presented in this paper. Some
of these results have recently been presented in a conference
paper [4].

Finally, on the question of different modes appearing at
different flows, in excess of the lowest instability threshold at
U, the experiments did not show a clear sequential suc-
cession from one modal pattern to another, which would
follow the theoretical sequential loss of stability of the system
in each one of the group of 2N modes (where N is the number
of cylinders). This is not surprising, even if one supposes the
linear theory to apply; for at u>u,,, the system can be un-
stable in several of these modes concurrently. (In one case
where theory predicted that higher modes became unstable
just as lower ones were restabilized, the experiments did
exhibit a clear succession of instabilities of increasing modal
complexity [5]; but this was not the case here.) Nevertheless,
with increasing flow the modal pattern did change [3],
sometimes to another modally identifiable pattern, but
sometimes not; occasionally the buckling pattern would
alternate between two modal states, at the same flow velocity.
These observations tend to support the theoretical prediction
that the system is simultaneously unstable in more than one
mode.

We shall next respond to the points raised by Dr. Pettigrew,
in the same order as they were posed.

1 We agree with the discusser as to the importance of
uniformity of properties in the system of cylinders. In early
experiments there were significant differences in the physical
properties of the cylinders. As a result, it was sometimes
noted that one of the cylinders would behave somewhat
differently from the others, e.g., in the imploding pattern of
buckling of the cylinders one would deform less than the
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others; yet, agreement with theory was similar to that
achieved in the later set of experiments, where all physical
properties and dimensions were carefully controlled to within
S percent or better. The near-identity of properties was found
to be more important insofar as sub-critical vibration
behavior is concerned [4]. Therefore, for industrial systems,
perhaps the statistical approach would be indicated.

2 The similarities in behavior of this system to that of a
single cylinder in confined annular flow [5] were indeed quite
marked. One important difference is that the various modes
of instability, predicted and observed, involved different axia/
modal shapes in that case, whereas here they involved the first
axial mode shapes but different cross-sectional modal pat-
terns. The other difference has already been referred to in
connection with the last point raised by the other discusser,
namely that in the present experiments, unlike those of
reference [5], we could not observe the transition of instability
from mode to mode, sequentially in ascending mode-number
order, as predicted by theory. It should be noted, however,
that to be absolutely certain that these sequential transitions
did not occur, further experiments should be conducted,
where all four cylinders would be instrumented and their
motions simultaneously monitored.

3 It would, of course, be of considerable fundamental
interest to conduct an analytical study of the effect of
nonlinearities on the dynamics of the system. However, in
view of the complexity of the task, such a study would not
really be warranted, because of the very success of linear
theory—unless there is a sufficiently strong practical interest
in the results.

4 We fully agree with the last statement made by the
discusser, and reiterate that it is essential for authors to state
clearly how they define the point of instability from their
experimental data. This also applies to fluidelastic instability
of cylinder clusters in cross flow, where this most important
definition is often omitted.

5 Of course, for clusters with smaller D/R, such as
nuclear reactor fuel bundles, nonlinear effects would be more
pronounced, but it is expected that theory would still hold, at
least so far as the initial onset of instability is concerned.
Some support for this is found in reference [5], where the
results for the narrowest annulus (annular gap-to-radius ratio
of ~0.11) agree with theory at least as well as for wider
annuli. However, for still smaller inter-cylinder gaps (say,
D/R <0.1), theory would be on more shaky ground, since in
that case even small motions of the cylinders about
equilibrium would significantly affect the mean flow field,
something that present theory does not take into account.
This matter should be decided by means of further ex-
perimentation.
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Curved Ducts With Strong
Secondary Motion: Velocity
Measurements of Developing
Laminar and Turbulent Flow

Two orthogonal components of velocity and associated Reynolds stresses have been
measured in a square-sectioned, 90 degree bend of 2.3 radius ratio using laser-
Doppler velocimetry for Reynolds numbers of 790 and 40,000. The boundary layers
at the bend inlet were 0.25 and 0.15 of the hydraulic diameter and resulted in
secondary velocity maxima of 0.6 and 0.4 of the bulk flow velocity respectively.
Comparison with fully-developed inlet flow shows that the boundary layer
thickness is important to the flow development (mainly in the first half of the
bend), particularly so when it is reduced to 0.15 of the hydraulic diameter. Tur-
bulent flow in an identical duct with a radius ratio of 7.0 gives rise to smaller
secondary velocities than in the strongly curved bend, although their effect is more
important to the streamwise flow development because of the smaller pressure
gradients. The detail and accuracy of the measurements make them suitable for
evaluation of numerical techniques and turbulence models. Partially-parabolic
techniques are applicable to the flows studied and their reduced storage
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requirements seem essential if satisfactory numerical accuracy is to be achieved.

1 Introduction

1.1 The Flow Considered. Flows in curved ducts occur in
diverse applications such as centrifugal pumps, aircraft in-
takes, river bends, and in the cooling coils of heat exchangers.
A characteristic which distinguishes such flows from those in
straight ducts is the generation of streamwise vorticity, or
““secondary motion,”” within the duct, resulting in a pressure
loss, the spatial redistribution of streamwise velocity and
increased heat transfer at the duct wall. The nature of the
secondary flow depends, among other parameters, on the
radius ratio of the pipe R,=R./d (where R, is the mean
radius of the bend and d is the hydraulic diameter of the duct),
the distribution of cross-stream vorticity on entering the
curved duct (that is to say, the boundary layer thickness) and
the flow Reynolds number.

This paper presents measurements of the velocity
characteristics in 90 deg bends of square cross section and
comparatively strong curvature for both laminar and tur-
bulent flow with short upstream tangents. The latter con-
dition is particularly relevant to the case of aircraft intake
ducts.

1.2 Previous Work. The wall pressure distributions and
corresponding pressure losses are comparatively well
documented for a wide range of operating conditions see, for
example, Ward-Smith [1] and Ité [2]. Observations of the
redistribution of streamwise velocities and Bernoulli surfaces

Contributed by the Fluids Engineering Division for publication in the

JoURNAL ofF FrLuips ENGINEERING. Manuscript received by the Fluids
Engineering Division, May 27, 1981.

350/ Vol. 104, SEPTEMBER 1982

have been reported by, for example, Mori , Uchida, and Ukon
[3], Rowe [4], Mullin and Greated [5], and particulary ex-
tensively by Nippert [6]. In contrast, measurements of the
cross stream velocities are much more scarce. Bruun (7]
measured these velocities in a rectangular duct with an aspect
ratio of two for turbulent flow and Agrawal et al. [8] have
published measurements for laminar flow in a curved pipe.

1.3 The Present Contribution. This paper is concerned
with hydrodynamically developing flow at the entrance to
square cross section, 90 deg bends of 2.3 radius ratio for
laminar and turbulent flows. The work is an extension of
those previously reported by Humphrey, Taylor, and
Whitelaw [9] and Humphrey, Whitelaw, and Yee [10] which
were concerned with fully-developed flows at the entry plane
of the bend. The results are also compared with turbulent
flow in a duct of larger radius ratio.

The purpose of the measurements is twofold. The first is to
provide a basis for the understanding of the influence of
developing entry flow in the bends under laminar and tur-
bulent regimes. The second is to provide detailed ob-
servations, particularly of the secondary motion velocities, in
a form suitable for the evalution of numerical solution
techniques (such as that presented by [9] and [10]). The
laminar and turbulent flows can be used to study, respec-
tively, the numerical accuracy of the technique and to provide
an assessment of approximations made to represent tur-
bulence characteristics.

The following section describes the experimental procedure
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Dimensions of bend and coordinate definition sketch

Fig.1

and includes estimates of the errors associated with the
measurements presented in Section 3. The results are
discussed in Section 4 and a summary of the conclusions is
provided in Section S.

2 Experimental Procedure

2.1 Flow Configuration. The test section was
manufactured from Plexiglass and consisted of a 90 deg bend
of mean radius 92 mm and of radius ratio 2.3, identical to that
used in [10], but with upstream and downstream tangent
lengths of 0.3 and 2.0 m respectively. The dimensions of the
cross-section (40x0.1 X 40+0.1 mm) conform closely to
those of the tangents. Within the bend, the method of
manufacture restricted optical access so that measurements of
only the streamwise and radial velocities could be made. The
geometry is illustrated in Fig. 1 together with the coordinate
system adopted. The flow rate through the bend was con-
trolled and measured by precision-bore flowmeters. The bulk
velocities, V., were 1.98 cm/s and 1.00 m/s for the laminar
and turbulent flows respectively, corresponding to the
Reynolds numbers, Re, of 790 and 40,000 and Dean numbers,
De, of 368 and 18,700. The temperature of the water was
maintained at 20° +2°C for all the experiments.

2.2 Velocimeter Configuration, Doppler Signal Processing
and Measurement Technique. The optical arrangement of
the laser-Doppler velocimeter is similar to that described by
Taylor [11] except that frequency shifting of the laser light
was not employed. It operated in forward scatter and made
use of a 5 mW He-Ne laser, a diffraction grating, a
collimating and an imaging lens. The principal characteristics
of the optical system are summarized in Table 1.

The Doppler signals were detected by a photomultiplier
tube (E.M.I1. 9658B) and demodulated by a frequency tracker
(Cambridge Consultants CC01). The voltage analogue of the
Doppler frequency was time-averaged to give a mean and
root-mean-square voltage. For the turbulent flow
measurements, the flow was seeded (see Durst et al. [12]) with
minute quantities of milk to increase the scattering particle
concentration and thereby increase the particle arrival rate.

The local streamwise (U) and radial (V) components of
velocity, and for turbulent flow the fluctuating components #,
U, and cross-correlation uv, were obtained by making meas-
urements of the Doppler frequency in the X — r* plane in three
directions (0°, £45°) relative to the local streamwise direction
at each measurement point. The method of data reduction
involves resolving these measured frequencies into streamwise
and radial components as described by Melling and Whitelaw
[13]. The third component of velocity, W, and
the associated correlations wand uw were measured in a
similar manner, with the three measurements being made in
the X ~z* plane downstream of the bend. Wall pressure
measurements were made with a water micromanometer by
means of pressure tappings. In laminar flow the pressure
differences amounted to about 20 um of water column which
was too small for reliable measurement.

2.3 Accuracy and Precision. Table 2 summarizes the
estimates of maximum inaccuracy (systematic error) and
imprecision (random error) associated with each measurement
presented in Section 3. No corrections have been applied to
the measurements to take account of finite transit time, mean
velocity gradient, and instrument noise broadening.

Only velocity gradients have a significant effect and this is
included as a systematic error in the table. This accounts for
the 2 and 3 percent errors associated with nondimensional
mean velocities; the systematic errors for all but a few
measurement points located in the region of high velocity
gradients are less than 1 percent.

Nomenclature
C, = pressure coefficient .
P pressu R, = mean radius of curvature:
(Figure 15) R, =0.5( + W o= locity i .
De = Dean number: =05+ 1) = mean ve ocity in z (spanwise)
1 R radius ratio: R, = — direction
70’ % r s w = R.m.s. fluctuating velocity
De= Re r* = normalized radial coor- in z direction )
R, dinate: Xy = axial distance along straight
. r—ro duct, expressed in hydraulic
—_ 1 *= .
Z - ?y%rzalulli:lc(l}arrtlgter (40 n'lm) rE r—ro diameters
= tur ulen Inetic energy: z = spanwise coordinate
k= — p(i2 + 5t + W?) U mean velocity in § (stream- direction (Fig. 1)
B 2 ¢ wall wise) direction Zy, = duct half-width (20 mm)
p= pr;,ssurea wla £ o(0=0° # = rms fluctuating velocity in 0 z* = normalized spanwise
Dret = ;f eroer;ie ‘g; ue of p(6=0", o direction coordinate
T =Y . uy cross-correlation’ between #
r = radial coordinate direction andswcor = £
B (ingj b ¢ . : uw cross-correlation between i 2172
rp = radius Of curvature 0 and w 6 = axial (streamwise) coor-
_ suc(:lt_lon surface . ¢ V = mean velocity in r (radial) dinate direction (Fig. 1)
rp = raduwus o ; curvature o direction ~ v = kinematic viscosity of water
pressure suriace v V. = bulk mean velocity p = density of water
Re = Reynolds number: Re= d U = rms ﬂuctuating velocity in r ¢ = half—apgle of beam in-
direction tersection
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Table 1 Characteristics of the optical arrangement

Laminar flow Turbulent flow

Focal length of imaging lens (mm)
Half-angle of intersection

Fringe separation (hne -pair spacmg)
Number of fringes in measuring volume

Intersection volume dxameter calculated at-1/e?

intensity (mm)

Intersection volume length calculated at 17¢2
intensity (mm)

Pholomultipler pinhole diameter (mm)
Transform constant (MHz/ms ™)

300 200
5.9deg 9.3 deg
3 pm 2 ym
52 86
0.158 0.167
1.500 1.357
0.33 0.50
0.324 0.510

Fig. 2 Visualization of secondary flow near the side wall. Flow

direction from left to top right. Wire inserted at 9= 0 deg, r* = 0.3.
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Fig. 3 Laminar flow: profiles of U/V. at successive streamwise
stations

3 Results

This section presents the experimental results under three
headings: laminar (3.1) and turbulent (3.2) for a bend of 2.3
radius ratio, and turbulent flow (3.3) for a bend of 7.0 radius
ratio. The behaviour of the irrotational core is first described
and then related to that of the secondary flow. Section 3.2

352/ Vol. 104, SEPTEMBER 1982

Table 2 Maximum possible measurement errors

Quantity Systematic error Random error
Xy +0.5 mm +0.02 mm
r*z* +0.2 mm +0.02 mm
6 +0.3° +0.17°
+0.05° nil

V (laminar) +0.8% +0.8%
V (Turbulent) + 2% + Y2 %

/V, upto2¥2% +1%2%
ViV up to 3% +12%
wW/V,. up to 3% +1%%
arv. up to 3% +1to3%
o'V, up to 3% + 1Y% to 5%
w/V, up to 3% + 1% % to 5%
uu/V2,2 +1%% +2%% to 844 %
uw/V 112 % +2V % to 8V2%
kiV? +7% +8%

also presents measurements of the wall pressure and tur-
bulence quantities.

3.1 Laminar Flow Results: Radius Ratio R, =2.3. The
laminar and steady nature of the flow was confirmed by
extensive visualization using hydrogen bubbles produced on
0.375 mm diameter Nichrome wires inserted through the
pressure tappings. Still and cine photography recordings were
made. The photograph presented as Fig. 2 shows the
secondary velocity convecting fluid from the pressure (outer)
wall along the sidewall to the suction (inner) wall, for
Re=1275. Flow visualization did not reveal a region of
longitudinal recirculation on the pressure wall as was ob-
served in reference [9] with a Reynolds number of 790.

Preliminary measurements were obtained to evaluate the
symmetry of the flow and to determine the extent to which the
bend influenced the flow upstream. It was found that
measurements at equivalent locations on either side of the
symmetry plane of the duct agreed within the precision of the
measurement. There were no discernable trends and the flow
may be regarded as symmetric. Profiles of streamwise velocity
at Xy = —0.25 and —0.50 showed that the influence of the
bend was detectable but was very small and is unlikely to be
present at Xy = —0.75.

The development of the streamwise velocity is depicted in
Fig. 3 and the same results are presented as isotachs of
streamwise velocity in Fig. 4 for ease of presentation and
subsequent discussion. The contours have been drawn using
linear interpolation between the measurement points; no
extrapolation outside the measured grid has been carried out.
Figure 4 (i) shows that the edge of the boundary layers at
Xy =—0.25 (defined at 0.95 of the maximum velocity) are
located at a distance of about 0.25 of the hydraulic diameter
(40 mm) from the wall. In the subsequent presentation, it is
useful to refer to the behaviour of the “‘core’’ fluid (defined as
fluid of velocity greater than about 0.9 of the maximum at
each streamwise station). The isotachs in Fig. 4 (i) suggest that
the bend has little effect on the flow upstream of the inlet and
Fig. 4 (ii).- (v) show that the core is found progressively nearer
to the outer wall and along the sidewalls with a corresponding
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(v) Xy =0.25

Fig. 4 Laminar flow: isotachs of U/V,
stations
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Fig. 5 Laminar flow: profiles of V/V. at successive streamwise

stations

low velocity region adjacent to the suction surface. The
development of the streamwise velocity is influenced by the
streamwise pressure gradient. Although wall pressures were
not measured, their form can be expected to be similar to that
calculated by Humphrey et al. [10] which showed that the
gradient is strongly adverse over the suction surface for about
45 deg while it is strongly favorable over the pressure surface
for the same region.

The generation of streamwise vortlclty (that is, secondary
flow) is responsible for the convection of core fluid from the
pressure surface along the sidewalls, and the accumulation of
low momentum boundary layer fluid from the sidewalls at the
inner wall. Figure 5 shows profiles of the radial component of

Journal of Fluids Engineering

0.00
0.20
0.0
Z*
§ 0-50
0.80 j . direction of positive W
1.00 & d——t— [ S L R
0.0 0.2 0.4 0.6 08 & 10
scale: —— = 0.20 WV,
Fig. 5(vi) Laminar flow: profiles of WiV, at Xy =2.50

secondary velocity. At Xy = —0.25 (Fig. 5 (i)), the velocity is
small (0.05V,) but directed towards the suction surface of the
straight duct. This flow is evidence of a radial pressure
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gradient upstream of the bend. The profiles in the bend
confirm that the fluid near the symmetry plane moves away
from the suction surface and the fluid near the sidewalls
moves towards the suction surface. This results in a pressure-
driven secondary flow which is a strong helical motion near
the suction surface. The largest velocities measured occur at
#=60 deg with values of the order of 0.6V, although the
velocity near the symmetry plane and suction surface has
decayed and is close to zero. This feature is seen to continue at
6=77.5 deg and X, =0.25. It is important to remark that the
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Fig. 6 Turbulent flow: profiles of U/V. at successive streamwise
stations

T
(.

size of the core flow, rather then the degree of distortion of
the streamwise isotachs at the inner wall, indicates the im-
portance of the secondary flow: the smaller the core, the
larger the magnitude of the secondary velocities.

Downstream of the bend, Fig. 4 (vi) shows that the
streamwise velocity has decelerated on the pressure side of the
duct. Figure 5 (vi) presents the corresponding profile of the
radial velocity which has decreased greatly from the exit plane
of the bend and has also reversed direction at r* = 0.3. For this
station, the spanwise (W) component of velocity was
measured (Fig. 5 (vii)) and confirms that the secondary flow
consists of two counter-rotating vortices which is in
agreement with the predictions of reference [9], although the
calculated values are generally larger over the cross-section.
The generation of the second vortex is associated with the
rapid deceleration of streamwise velocity around r*=0.1
causing a positive radial velocity near the symmetry plane.

3.2 Turbulent Flow Results: Radius Ratio R, =2.3. As
for the laminar flow, symmetry tests were carried out with
similar results. The influence of the bend on the flow up-
stream was again examined and found to be more extensive
than for the laminar flow, being present at X = —0.50 and
-0.75.

The development of the streamwise component of velocity
is shown as profiles in Fig. 6 and as the corresponding
isotachs in Fig. 7. The growth of the turbulent boundary
layers in the upstream tangent is slower than for the laminar
flow so the boundary layers at X = —0.25 are thinner (about
0.15 of the hydraulic diameter). At Xy = —0.25, the core
fluid is displaced further toward the inner wall surface than
for the laminar result of Section 3.1: measurements at
Xy =-0.75 (not presented) did not show significant
displacement. The core fluid remains at the inner wall, with
no evidence of low momentum fluid being accumulated at this
surface, until §=60 deg, Fig. 7 (iii). Thereafter the rapid
creation of a region of low streamwise momentum, at the
inner wall, is evident and continues to the exit of the bend with
the corresponding migration of core fluid toward the outer
wall.

The profiles of radial velocity are presented in Fig. 8 and, as
expected at X = —0.25, the velocity is directed toward the
suction surface, for the same reasons as in the laminar flow.
The streamwise vorticity generated within the bend develops

outer wall
inner wall

S .
T ==
1 iy J

(¥i) X, = 2.50

Fig. 7 Turbulent flow: isotachs of U/V. at successive streamwise

stations
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more slowly that for the laminar flow, while the positive
velocities occur in the region very close to the sidewalls. The
maximum velocities are again found at #=60 deg and are
about 0.4 V., thus smaller than for the laminar flow. In
common with the laminar flow, the profiles of radial velocity
show that the flow is directed away from the inner
wall within the core and towards it in the sidewall boundary
layers. Local distortions occur, however, in the region of low
streamwise momentum near the inner wall. A similar result
has also been reported by Agrawal et al. [8] in their laminar
flow.

The development downstream of the bend is shown in Figs.
7 (vi) and 8 (vi). The position of maximum streamwise
velocity lies closer to the pressure wall while fluid near the
suction wall has accelerated. The radial velocity has decayed
less than was the case for the laminar flow and only one sense
of circulation is evident at X; =2.50. The third component of
velocity, W, is presented in Fig. 8 (vii) with the positive
velocity direction defined as for laminar flow.

The wall pressures are presented in Fig. 9 (i) as p () with r*
as parameter and in Fig. 9 (ii) as p (r*) with ¢ as parameter.
The large radial pressure gradient at the inlet plane confirms
the influence of the bend on the upstream duct. Initially an
adverse pressure gradient develops on the pressure surface,
and a favorable gradient on the suction surface, causing the
observed deceleration and acceleration of the fluid near the
respective surfaces. These trends are reversed after 6 =50 deg
Fig. 9 (ii) shows that, as expected, the largest values of radial
pressure gradient are associated with the large radial velocities
at =60 deg and #=77.5 deg. The pressure loss due to the
bend is of the order of 0.1 p¥?%, which is comparable to the
value reported by Ward Smith [1] for a similar configuration.

Figure 10 presents sample results of the turbulence
quantities measured for the 6 =60° and X = +2.50 stations.
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Fig.9 Turbulent flow: wall static pressure measurements

A complete set of results is to be found in [14]. Figure 10 (i),
(ii) gives contours of the Reynolds stress #v. Upstream of the
bend values are low, corresponding to the small boundary
layer thicknesses. At successive streamwise planes, large
values of uv are found near the pressure surface and near the
sidewalls indicating that momentum transport is large in the
region coinciding with large streamwise-velocity gradients.
The change in the sign uv is closely associated with changes in
the sign dU/dr*, at least for the region z*<0.8. On the
suction side of the bend, the shear stress is generally small
except for =60 deg.

Figures 10 (iii), (iv) and (v), (vi) show the corresponding
development of # and ¥, Initially, high values are to be found
only within the boundary layers. The influence of the
secondary motion can be detected at #=60 deg and, at the
exit, the turbulence is anisotropic with high 7 near the
pressure surface and high # near the suction surface. At
X, =2.50 the behavior of uv is complex with a large area on
the suction surface being occupied by positive values of
—uv and near zero values on the pressure side. Momentum
transfer in the spanwise (z*) direction is accomplished
through uw, which is plotted in Fig. 10 (vii). Values are large
near z*=0.5, as could be expected, because of the large
streamwise velocity gradients present. The maximum values
of uv and uw are similar (0.003¥%?2) although present in dif-
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Fig. 10 Turbulent tlow: Fluctuating velocities and cross-correlations

ferent regions. The contours of # and 7 also show large
changes, with maximum values of the order of 0.11 V.. Figure
10 (viii) shows contours of the w component of fluctuating
velocity. The contours of turbulent kinetic energy were
constructed from #, v, and w measurements and are presented
in Fig. 11.

3.3 Turbulent Flow Results: Radius Ratio
R.=7.0. Figure 12 presents results described by Enayet et
al. [15] for a 90 deg bend of radius ratio 7.0, and with the
same cross-section and length of straight upstream duct as the
2.3 radius ratio bend. Streamwise isotachs and radial velocity
profiles at stations 45 and 90 deg around the bend are shown
for a Reynolds number of 35,200. Measurements were not
made at the entrance plane of the bend, but it is expected that
the thickness of the wall boundary layers is almost identical to
those of Subsection 3.2.

Comparison of the streamwise isotachs at =45 deg, Fig.
12 (i), with Figs. 7 (ii) and (iii) shows that increasing the radius
ratio displaces the core fluid towards the mean radius of the
bend (r* =0.5) although the influence of the secondary flow is
less than in the laminar flow. Figure 12 (ii) shows that, by the
exit plane of the bend, the core has been displaced to the outer
wall which was not the case for R, =2.3, Fig. 7(v). It is noted
that the maximum magnitudes of the radial velocity, given in
Fig. 12 (iii) and (iv), are only 0.21 V. and 0.09 V.. at these two
planes and are substantially less for the smaller radius ratio
bend.

4 Discussion

This section discusses the influence of the initial boundary
layer thickness and radius ratio on the flow development. It
closes by considering the calculation of this flow with par-
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Fig. 11 Turbulent flow: contours of k/V2 (x100) at Xy = 2.50
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ticular reference to the type of the numerical technique to be
used.

Influence of Boundary Layer Thickness at Bend En-
try. Given that the upstream tangent to the bend is of fixed
length, the primary result of increasing the Reynolds number
is to decrease the boundary layer thickness in the entry plane
of the bend. The presence of shear, whether laminar of
turbulent, is mostly restricted to the near-wall regions and not
directly relevant to the core flow development (see below,
however, under the heading of calculation). To explain the
differences between the laminar and turbulent flows, it is
necessary to discuss those forces which dominate the
transport of streamwise velocity.

The core flow develops under the separate influences of the
streamwise pressure gradients and cross stream convection by
the secondary flow. The pressure field within the duct (Fig. 9)
qualitatively resembles that which would exist in a potential
flow: over the first 45 deg or so of the suction surface the
pressure gradient is favorable and thus tends to accelerate the
fluid. The secondary flow, which is an inviscid, rotational
fluid phenomenom, convects low momentum (boundary
layer) fluid along the sidewalls towards the inner wall surface;
the accumulation of this fluid tends to displace the core.
Despite the difference in the laminar boundary layer thickness
between this paper (=0.25 D,) and reference [9] (0.50 D,),
the resulting isotachs at #=60 deg and at the bend exit are
very similar which suggests that the influence of boundary-
layer thickness had diminished by =60 deg.

The thickness of these layers at inlet is, however, important
in determining the magnitude of the secondary velocity,
particularly in the first 30 deg or so of the bend, see Fig. 4 (ii)
and 7 (ii). The formal connection is

d(aW, aV)_ 2(8U 6W)d0 o
ar az/ 0z a0

which is the Squire and Winter result derived from inviscid
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flow theory. The equation suggests, and measurements
confirm, that the thinner entry boundary layers in the tur-
bulent flow give rise to smaller cross stream velocities. The
consequence is that the turbulent flow is dominated, over the
first 45 deg, by acceleration of the core by the pressure
gradient near the inner wall surface.

The positive cross-stream velocities are restricted to a small
region adjacent to the side walls in the turbulent flow case.
The same has been observed in the developing laminar flow of
reference [8] with very thin inlet boundary layers and con-
firms that the phenomenon is related to the inlet streamwise
velocity distributions rather than the Reynolds number. The
measurements of Enayet et al. [15] also show the effect of
increasing Reynolds number in a circular pipe bend for
Reynolds numbers of 500 and 1093; the boundary layer
thicknesses are comparable in the two cases (23 and 21 percent
of the hydraulic diameter respectively) and the secondary flow
generation is similar. The inviscid core flow moves nearer the
outer wall in the higher Reynolds number flow as the cen-
trifugal forces imparted to it are higher due to the higher bulk
flow velocity. However, the measurements in the same pipe
bend with a Reynolds number of 43,000 show a much thinner
boundary layer and the core flow nearer the inside of the
bend. The effect of Reynolds number change is thus related to
the increase of the centrifugal forces imposed on the inviscid
core flow.

Comparison with the turbulent flow results of reference 10
shows differences in the redistribution of the streamwise
isotachs over the first 60 deg of the bend, due to the larger
secondary flows present as a result of the thick inlet boundary
layers. For example, the locus of maximum streamwise
velocity in the symmetry plane of the bend (z* =0) remains
very close to the mean radius of curvature (#*=0.5). Beyond
this station, both sets of results show qualitatively similar
behaviour with the locii of maximum streamwise velocity
occurring near the mean radius of the bend. This coincides
with the change in sign of the pressure gradient at the inner
wall. The quantitative differences in the behaviour of the
streamwise isotachs suggest differences in the streamwise
vorticity. Thus, in the exit plane of the present bend, there are
higher negative radial velocities (—0.3 V. as opposed to —
0.15 ¥,) and smaller velocities on the symmetry plane (0.2 V,
as opposed to 0.28 V). The flow of reference [10] is also
affected by secondary flows driven by normal stresses and
effectively absent, due to the shorter length of upstream duct,
in the measurements of this paper.

For the fluctuating velocities there is qualitative agreement
between the developing and fully-developed bend flows; for
example, —uv is large near the suction surface and, at the exit
of the bend, ¥ is larger near the suction surface while # is large
near the pressure surface. Quantitative agreement is not
found and is not expected. At the inlet uv is up to 0.0013 V2 in
the present flow as compared to 0.004 V? with the thicker
boundary layers; at exit, the respective values are 0.003 V2
and 0.007 V2. The influence of streamline curvature is ex-
pected to increase turbulence levels near the pressure surface
and to decrease them near the suction surface and the
behaviour of uv and ¢ support this expectation although the
increase in # at the inner wall might appear anomalous.

The effect of streamline curvature on the turbulence
structure can best be analysed by examining the structural
parameters R = uv/d0 and of = —uv/1.5 (4> +5%), see for
example Hoffmann and Bradshaw [16], which were calculated
at each measurement station. Although it is important to note
that these are strictly appropriate only for two-dimensional
flows, where uv is the dominant shearing stress, they should
be sufficiently accurate for qualitative interpretation of this
flow.

The correlation coefficient, R, increases from an initial
maximum value of 0.4 near the outer wall to about 0.8 by
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0=:60 deg and thereafter decreases. The trends near the inner
wall are more complicated, presumably because of the strong
three-dimensionality of the boundary layer. The anisotropy
coefficient, «, follows very similar trends to the correlation
coefficient, reaching a maximum value of about 0.25 by 6= 60
deg. The correlation and anisotropy coefficients are typically
0.4 and 0.15, respectively, for turbulent shear flows: the
increase in their values which is observed on the pressure
surface, corresponding to destabilizing curvature, is con-
sistent with the expected influence of streamline curvature.

Influence of the Radius Ratio of the Bend. The discussion
of the previous paragraphs can be extended to explain the
development of the streamwise isotachs for the larger radius
ratio.

An order-of-magnitude estimate of the induced pressure
gradients and the associated secondary flow velocities in the
2.3 and 7.0 radius ratio bends show that the pressure gradient
is larger by a factor of (7/2.3)> =10 in the strongly curved
duct and the corresponding secondary velocities are larger by
a factor of nearly (7/2.3)" =2. The streamwise pressure
gradient is expected to be nearly zero over most of the mildly
curved bend (see Ward Smith [1]) and has an effect only in the
vicinities of the bend inlet and exit. As a result, the inner wall
acceleration is not observed at §=45° for R, =7.0, Fig. 12 (i),
and the influence of the secondary flow redistribution is more
apparent than for R, =2.3, Figs. 7 (ii) and (iii). Comparison
of the 45 and 90 degree station isotachs shows the movement
of the core flow towards the outer wall near the bend exit as
the secondary flow redistributes the streamwise isotachs.

Ward Smith [1] concluded from his exit plane total pressure
measurements that the secondary flows are weaker and
distributed over a larger part of the bend cross-section in
bends of milder curvature. The second observation is made
from fully-developed bend flow results, and it is not in ac-
cordance with the present findings, nor with his own thin inlet
boundary layer results. In general, a smaller region of weaker
secondary flow is present in bends of milder curvature
compared to that of strongly curved bends. The shear stresses,
although they were measured to be of the same order in the
bends of mild and strong curvature, are shown by an order-
of-magnitude analysis to be ten times more significant in
relation to the pressure gradient in the large radius ratio bend.
While the pressure losses become less significant, the fric-
tional losses are expected to be more important in bends of
milder curvature (Ward Smith [1], Eskinazi and Yeh [17]), an
observation which is in accordance with the aforementioned
estimate. It is noted, however, that the rapid decay of the
secondary velocities on approaching the exit plane of the
bend, which has been observed in all the bends, is also an
irrotational, and not a viscid, fluid phenomenon. The decay is
associated with the production of streamwise vorticity of the
opposite direction to that produced at the bend inlet by the
presence of positive dU/dz at the inner wall of the bend. This
can be seen from equation (1) and has been noted by Rowe
[4]. This mechanism explains the measurements of positive
radial velocity at the inner wall surface by Argrawal et al. [8].

Calculation of the Flow in Curved Ducts. The calculation
of flows in curved ducts can be performed, in principle, by
numerical integration of the equations of fluid motion (see,
for example, Humphrey et al. [9] and [10], Leschziner and
Rodi [18], and Moore and Moore [19]. In turbulent flow, the
Reynolds-averaged equations are used, together with tur-
bulence models of various degrees of complexity. Although it
is possible to understand the flow on the basis of inviscid,
rotational theory, the inclusion of viscous effects in the
equations of motion is important for a number of reasons.
The presence of rotational flow at the inlet plane of the bend,
in the absence of which there would be no secondary flow, is
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due to viscous effects; the continued generation of vorticity at
the outer and side walls within the bend is also important
(particularly, say, in river bend flows: see Scorer [20]); and
Rowe [4] has suggested that vortex dissipation at the inner
wall is also important.

Previously reported calculations of laminar flow [9] have
shown that numerical meshes of 20 (streamwise) x 15
(radial) x 10 (spanwise) nodes are insufficient to resolve the
flow field in the 90 deg bend accurately. Calculations of the
laminar flow of this paper by Buggeln, Briley and McDonald
[21], with the numerical scheme of Briley and McDonald [22]
and [23] and 26 X 28 x 13 nodes, still show some quan-
titative, though not qualitative, disagreement. This represents
an increase in the spatial resolution of between 1.3 and 1.9 in
the various coordinate directions. Since the upwind-
differencing representation of convection, which is probably
used at least for the streamwise convection fluxes, possesses a
truncation error proportional to the grid spacing the
reduction in this error is also related to the factors quoted
above. The storage requirement is, however, greater by a
factor of 3.2. These two examples well illustrate that grid
node resolution hinders accurate numerical solution: however
a further increase in the number of nodes may result in ex-
ceeding the core storage of many machines. The use of
““partially parabolic,” rather than ‘“fully elliptic’’ numerical
solution schemes (Pratap and Spalding [24]), may offer an
attractive way of increasing the resolution of the area of
integration, provided that the flow fulfills the physical
requirements of the partially parabolic approximation. These
are the existence of a predominant flow direction along which
diffusion fluxes are small and convective influences are
exerted only in that direction. The measurements suggest that
these requirements are fulfilled, although Buggeln et al. [21]
report a small (calculated) region of flow separation on exit
from the bend. Whatever the chosen numerical scheme, the
results of this paper describe, in careful detail, the flow
conditions at the inlet to the bend and these may form the
boundary conditions at this station. As a result it is not
necessary for the calculation scheme to expend effort on the
flow in the upstream tangent (cf. [9]). The measurements are
available on magnetic tape from the NASA Lewis Research
Center to facilitate future comparisons with calculation
methods.

In the absence of truly grid-independent solutions for
laminar flow, it is premature to judge the comparative virtues
of various turbulence models for flows in bends. The
ratio of boundary layer thickness at inlet to the mean radius
of curvature is sufficiently large (=107!) to cause a large
influence of streamline curvature (an ‘‘extra rate of strain’’)
on the turbulence. Hence, the use of advanced turbulence
models, such as Reynolds stress closures, would be indicated.
It should be added, however, that the calculation of Buggeln
et al. [21], using a simple Prandtl-Kolmogorov relationship,
give results which are in closer agreement with the
measurements than is the case for the laminar flow.

5 Concluding Remarks

1. The paper has reported in detail on the velocity and
pressure characteristics of the flow in a square duct of
strong curvature with a short upstream tangent for
laminar and turbulent flows.

2. Secondary flows of the first kind are present and are
more pronounced in the laminar flow, reaching a
maximum of 0.6 V. as a compared with 0.4 V. in the
turbulent case. This is attributed mainly to the thicker
(0.25 d versus 0.15 d) boundary layers at the bend inlet.

3. In laminar flow, the coreflow migrates from the mean
radius of the bend towards the pressure surface. In the

turbulent flow case, the thinner boundary layers result in’
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the predominance of the streamwise pressure gradient
and the coreflow initially migrates towards the suction
surface.

4, Comparisons have been made with laminar and tur-
bulent flows with fully developed profiles at the inlet to
the bend. Large differences in the development of the
streamwise isotachs are evident only in the case of 0.15 d
entry boundary layer thickness. For turbulent flow, the
comparison shows the fluctuating velocity and shear
stress distributions to be similar although, as expected,
the levels are smaller in the case presented here.

5. The results for turbulent flow in a identical duct of mild
curvature show that the secondary flows reach a peak
value of 0.2 V, and are confined to a smaller region near
the sidewalls. Their relative effect on the streamwise
flow development is greater than for the strongly curved
bend.

6. The detail and accuracy of the measurements is suf-
ficient for the evaluation of both numerical techniques
(laminar flow results) and turbulence models (turbulent
flow results). Consideration of the nature of the flows
and of previously reported elliptic calculations suggests
that partially-parabolic techniques are adequate and
appropriate.
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Introduction

The flow of a jet of fluid from a round orifice has been the
subject of many experimental and theoretical investigations
for a number of years. Although the flow geometry is quite
simple, a detailed, nearly exact modeling of the jet flow
problem is very complex. It is possible, however, to develop
rather simple solutions that, although lacking in some detail,
do predict many of the essential phenomena of the flow. The
simple solution given by Trouton [1] for a very viscous, semi-
infinite jet is such an example.

The purpose of this note is to provide simple approximate
solutions for the flow of a very viscous jet against a solid
surface, as shown in Fig. 1. A comparison with experimental
results is also presented.

The One-Dimensional Jet Model

The equations governing the one-dimensional flow of a
viscous fluid from a circular orifice into the air or other fluids
of negligible viscosity have been derived by several persons.
The paper by Matovich and Pearson [4] contains detailed
discussions of these equations.

The basic assumption is that the jet is one-dimensional; that
is, velocity components normal to the jet axis can be neglected
compared to that along the axis, v. It is also assumed that this
axial velocity is constant across the jet. Thus, the dimen-
sionless velocity of the fluid within the jet is assumed to be
given v=v(x), where x is the dimensionless axial distance
along the jet measured from the orifice. The velocity and jet
radius at the orifice, vy, and a,, are used as the characteristic
speed and length parameters. :

The resulting governing equation can be written in
dimensionless form as

Fov' =1+ G/R)v" + @)/ v]-F2Wyw'/v* (1)
where F, W, and R are the Froude, Weber, and Reynolds
number defined by F=uv,%/ga,, W=paov,%/0, and
R = payvy/p. Here p, p, and o are the fluid density, viscosity,
and surface tension, g is the acceleration of gravity and

Contributed by the Fluids Engineering Division for publication in the
JourNar oF Fruips ENGINEERING., Manuscript received by the .Fluids
Engineering Division, July 23, 1980.

360/ Vol. 104, SEPTEMBER 1982

Copyright © 1982 by ASME
Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

The Viscous-Gravity Jet in
Stagnation Flow

Simple solutions are presented for the equation governing one-dimensional flow of
very viscous jets that issue from a round orifice and fall against a flat plate. Due to
the viscous axial stresses developed, the jet may be either in tension or compression,
depending on the values of various dimensionless parameiers involved. The
comparison of the theoretical and experimental results is good.

ORIFICE

VISCOUS JET ——

7

PLATE ~y |
e

Fig. 1

A circular jet in stagnation flow

( ) =d/dx. Equation (1) includes the effects of gravity,
viscosity, surface tension, and inertia.

Previous solutions to this equation have dealt with the
problem of the semi-infinite jet — one that starts at x=0 and
continues unimpeded to x—oo [4, 1]. As yet there are no
known analytical solutions for arbitrary values of F, W, and
R. If, however, the Froude and Reynolds numbers are small
(slowing moving, very viscous jet) and the Weber number is
large (small surface tension jet), the left hand side (inertia
effects) and the last term on the right hand side (surface
tension effects) of equation (1) may be neglected. For such
flows only viscous and gravitational forces are important.
Analytic solutions for this viscous-gravity jet flowing against
a plate as shown in Fig. 1 are presented below. In addition,
these solutions are compared to numerical solutions of the
complete equation (I).

Rather than solve directly for the velocity distribution along
the jet, v(x), we solve the governing equation in terms of the
jet radius, a(x). This can be done easily by using continuity
considerations which state that a>v = 1. When written in terms
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Fig. 2 Jet profiles for constant flow rate but variable orifice-to-plate
distance. The theoretical curves are for both the viscous-gravity jet and
the numerical solution of equation (1) (20:1 odds uncertainty estimates
are a + 5 percent, x + 5 percent).

of the jet radius, the governing equation for the viscous-
gravity jet becomes

aa” — (@'Y =a*K? 2)

where K? =6F/R =6uv,/pga,* is a dimensionless parameter
representing the ratio of viscous to weight forces. The non-
dimensional boundary conditions for the stagnation flow jet
with the plate a distance L below the orifice are

a=1at x=0
and '
q—> at x=H 3)

where H=L/a, is the nondimensional distance from the
orifice to the stagnation surface.

One of the basic assumptions of the one-dimensional ap-
proximation is that the radial component of velocity is much
smaller than the axial component. Obviously, this assumption
is severely violated near the plate (x=H) where the actual
flow is essentially radial. Although it seems questionable to
impose the boundary conditions of equation (3), comparison
of the resulting solutions with experimental results is quite
good.

The solution to the nonlinear governing equation (2),
depends on the value of the parameter S=H/K and can be
written as shown below:

If =1, thena =1/(a—x/K) 4)
If <, then a=sinhc,/sinh<cl - %c,) ®)

where ¢, is a constant given by the solution of
¢; — Bsinhe; =0,(c,; #0)

x
If B>1, then a=cosc,/cos < & o8¢ + clz) ©6)

Journal of Fluids Engineering

a, cm

0.0 0.4 0.8 1.2 1.6
0.0 T, T T T
j Q. cn®/sec | THEORY | EXPERIMENT| g
’ 16.6 o o (0,859
o 3.53 [—-—| & o |1.86
0.4 N 0.8 |—-—| @ © |473
j &\ u/u=55.1cm2/sec
j > \o 8, = 0.476 cm
0.8 i E ° L=2.80 cm
1.2 i \?
X,
<m
1.6 V
_V
2.0
2.4
PLATE
2.8

Fig. 3 Jet profiles for constant oritice-to-plate distance but variable
flow rate. The theoretical curves are for both the viscous-gravity jet and
the numerical solutions of equation (1) (20:1 odds uncertainty
estimates are a + 5 percent, x + 5 percent).

where ¢, is a constant given by the solution of
Beos ¢y +cy =7/2,(c, #T/2)

A few important properties of the above simple solutions
can be easily shown. The axial normal stress within the jet,
7., depends directly on the velocity gradient. In dimensional
form z,. =3uv’. The jet is in tension or compression
depending on whether a’<0(v’>0) or a’>0(v’ <0),
respectively. It can be shown that the jet starts out in tension
provided >=%/2, and that it starts out in compression
provided 8< /2. In either case, however, at least the portion
of the jet near the plate is in compression since ¢’ >0 for at
least the lower portion of the jet.

Results

We compare the simple analytic solutions discussed above
with experimental results and with numerical solutions of the
complete one-dimensional governing equation, equation (1).

The fluid used was 5,510 centistoke silicone oil which is
more than three orders magnitude more viscous than water.
The orifice diameter was 0.952 cm with flow rates from 0.58
cm?/s to 16.6 cm?/s and orifice-to-plate distances from 1.48
cm to “‘infinity.”” The jets were produced by using a variable-
speed-drive gear pump to pump the oil through a round
orifice. The jet profiles were measured from photographs of
the jet.

The results shown in Fig. 2 indicate the jet profile for a
given flow rate (Q=2.75 cm?/s), but for different orifice-to-
plate distances, L. The theoretical results are those obtained
for the viscous-gravity solution (equations (4) through (6))
and by numerical integration of the full one-dimensional
equation including inertia and surface tension (equation (1)
with boundary conditions, as in equation (3)). In all cases, the
viscous-gravity jet solutions and the numerical solutions agree
to within a width of the line on the graph. Therefore only one
theoretical curve is indicated for each value of L.
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It follows that for the jets shown, inertia and surface
tension are indeed negligible. That this is reasonable can be
seen by considering the important dimensionless parameters
involved. For the conditions of Fig. 2 the following values are
obtained: F=0.032, W=0.314, and R=0.033. Thus, the
important parameters of equation (1) are F=0.032,
3F/R=2.9, and F/2W =0.051, indicating that gravity and
viscosity are the dominant forces.

The agreement between the theoretical and experimental
" results is quite good, especially in light of the rather severe
restrictions imposed by the one-dimensional assumption. The
assumption that da/dx is small is certainly not valid near the
plate, nor over a large portion of some of the jets /especially
the small length to diameter ones). In spite of this, the simple
one-dimensional solution provides a reasonable ap-
proximation of the jet shape.

The results shown in Fig. 3 show the jet profile for a given
orifice-to-plate distance (L =2.80 cm), but for different flow
rates. The characteristics are similar to those of Fig. 2. As in
Fig. 2, the simple viscous-gravity jet solutions are in-
distinguishable from the numerical solution of the full
equation (including inertia and surface tension), so that only
one theoretical line is plotted for each Q. The comparison
between the theoretical and experimental results is quite good.

Obviously, there are limitations to the applicability of the
viscous-gravity solutions. The fact that the inertia and surface
tension parameters are small (F< <1 and F/2W < <1) does
not guarantee that the actual flow will agree with the viscous-
gravity jet. For example, for the semi-infinite jet (8= o),
inertia effects may become important far from the orifice
even though they are negligible near the orifice. Also, for
small plate-to-orifice ratios the one-dimensional assumption
may not be reasonable.

362/ Vol. 104, SEPTEMBER 1982

Conclusions

The flow of a very viscous jet against a flat plate has been
determined using the rather strict assumptions that the jet can
be modeled as one-dimensional flow governed by viscous and
gravity forces only. Obviously, the one-dimensional
assumption breaks down completely in the region near the
plate. In spite of this fact, the simple solutions presented
compare favorably with experimental results. More accurate
results could be obtained by various means —numerical in-
tegration of the full axisymmetric Navier-Stokes equations or
a matching of the one-dimensional jet flow presented here
with other approximate flows near the plate. However, it is
felt that for many applications the simple solutions presented
here will be useful as reasonable approximations to a very
complex flow.
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Observations and Measurements
of Flow in a Partially-Filled
Horizontally Rotating Cylinder

The authors report measurements of azimuthal velocity versus radius in a partially-
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parameter space.

Introduction and Outline of Theory

A liquid partially filling a cylinder rotating rapidly about its
principal axis, held horizontal, exhibits several possible flow
states. All but the simplest of these appear too complex for
theoretical analysis. To date no criteria have been established
for the transformation from one state to another, nor has
there been a comprehensive description of these flow states in
the literature. It is the purpose of this note to present velocity
measurements confirming the results of linear theory for the
simplest flow state, and to describe the other flow states
observed in this system, and map their occurrence in a
parameter space.

The former purpose bears on an experimental discrepancy,
discussed below, and the latter on the general problem of the
stability of rotating bodies partly filled with liquid. Examples
include fuel tanks in spinning rockets, and certain fluid-filled
projectiles which contain more than one fluid. Theoretical
and experimental work addressing these problems directly has
been done by Hendricks and Morton [1], who address the
question of fluid-rotor interaction assuming relatively simple
fluid dynamics, and Scott [2], [3] and Scott and D’Amico [4],
who deal more specifically with the projectile problem. The
last cited paper presents experimental results dealing with
container-fluid interaction in vertically-oriented cylinders.

The simplest flow state will be termed the laminar state.
(See Fig. 1.) In this state the liquid is held against the walls by
centripetal forces. There is a well defined, smooth cylindrical
interface between the liquid and the air which occupies the rest
of the cylinder. The interface is displaced downward with
respect to the cylinder axis. Theoretical understanding of this
flow is a necessary first step in any effort to understand
transitions from this flow state to any of the others.

The theory is presented in considerable detail elsewhere
[5]-[9]. We outline the details necessary to make this note
reasonably self-contained.

The analysis is performed using a combined amplitude and
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Silled horizontally rotating cylinder. These data confirm theoretical calculations for
laminar flow. Three nonlaminar flow states are described and a map shows
boundaries separating the laminar state, and two of the nonlaminar states, in a two

boundary layer expansion. Two small dimensionless
parameters are defined: e = g/(?a measures the amplitude of
the departure of the flow from solid rotation; E = »/Qa?
measures the viscous effects. The physical constants g,{, a,
and v denote gravitational acceleration, container rotation
rate, container radius and liquid kinematic viscosity
respectively. We term the part of the perturbation solution

FLUID
—_—
AR ROTATION
SIDE VIEW
l GRAVITY

END VIEW
Side and end views of the experiment

Fig. 1
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proportional to ¢ the linear, or first order, part. That
proportional to €? is called the second order part.

The linear and second order solutions each have “‘inviscid”’
and boundary layer components. The method of solution is
perhaps easier to follow after some notation has been in-
troduced. Thus we let u denote the velocity vector in the fluid,
made dimensionless by dividing by {a. The theory expands u

as
Qxr P 2,8 o~
u=“s’2;“ +e(u1+u1)+e (ll2+ll2)+ ey

where the carat denotes an inviscid solution and the tilde a
boundary layer correction. To the level to which the analysis
has been carried the inviscid solutions satisfy equations in
which E is identically zero, eliminating the viscous terms, and
the boundary layer corrections satisfy equations in which the
coordinate normal to the boundary in question has been
rescaled to bring the viscous terms back. (The scaling is
different at different orders and on different boundaries.)

The overall solution is constructed by solving successive
approximations to the Navier-Stokes equations with ap-
propriate boundary conditions. Each element of the solution
generates a term which enters the next approximation as an
inhomogeneous terms. The sequence is as follows:

1. The action of gravity on the density contrast at the air-
liquid interface forces 1, .

2. Since u, cannot satisfy tangential boundary conditions
these conditions force u; .

3. Self-interaction of u,, through the nonlinear term, 4, »
v u,, forces u,.

4. Finally, both interactions among 4, and 4, and un-
satisfied tangential boundary conditions, force ;.

The successive approximations are all written in an inertial
cylindrical coordinate system, the z axis of which is parallel to
the rotation vector and perpendicular to gravity. In such a
coordinate system the gravity vector is singly-periodic in the
azimuthal coordinate ¢. Thus the first order (linear) solutions
W, and 1, are also singly-periodic in ¢. Their interactions
have components which are axisymmetric and components
which are doubly-periodic. Only the former are of interest
here. They drive what we term the retrograde rotation,
described below.

The theory provides predictions of the linear velocity, the
displacement from the center of the air core, and the
axisymmetric second order flow. The displacement has been
verified previously [10]. The results reported below verify the
velocity we have called a, .

The second order flow at the interface is not in agreement
with theory. To best visualize the experimental discrepancy
imagine a small, slightly buoyant particle floating at the
interface, almost totally submerged in the liquid. Its average
rotation rate, the interface rotation rate, will be different

2For the work reported here E < < 1 is all that is necessary. No explicit
dependence on E is expected, or was found.

from that of the container. One can calculate the interface
rotation rate from the axisymmetric second order solution.
The measured rotation rate is different. The discrepancy in
the quantity A, which we have called the ‘‘retrograde
rotation,”’ representing the difference between the particle
rotation rate and the container rotation rate, can be as much
as a factor of seven. Such a discrepancy is disturbing.

We believe the discrepancy to arise from nonideal behavior
at the interface because: (1) the retrograde rotation at a rigid
interface, for which the boundary condition is well-defined,
agrees with theory [9]; (2) the measured retrograde rotation
lies between that predicted from a free surface and a rigid
interface [9]-[10]; (3) the magnitude of the nonlinear driving
terms involving &, the boundary layer component, is ex-
tremely sensitive to the boundary condition; and (4) the
measurements we report here verify that the theory is in
essence correct.

After discussing the experimental procedure we present
direct velocity measurements verifying the linear theory:
profiles of azimuthal velocity as a function of radius,
followed by unpublished data taken several years ago by one
of us (RFQG) defining the location in parameter space of other
flow states, which can be important in problems of the
stability of fluid filled rotors.

Experimental Procedure

We measured the azimuthal velocity on vertical (¢ = #/2)
and horizontal (¢ = 0) planes, using a locally assembled laser
Doppler anemometer, working in the reference beam mode.
We used a diffuse plate as a beam splitter, and collected the
frequency information using a photo-multiplier tube. The
Doppler signal was analyzed and tracked using a a prototype
of the frequency tracker described by Wilmshurst and Rizzo
[11]. Details of the experimental apparatus are reported
elsewhere [12]. (The cylinder is made of plexiglas. Its inside
dimensions are ¢ = 79.5 mm, L = 170 mm. Rotation rates
ranged from 7.67 hz to 17.7 hz. The working fluid for all
experiments was tap water, for which » = 1 x 10~°m?/s).
We have chosen e(= g/Q%a), ¢ = R/a and E(= »/Qa?)? as
dimensionless numbers to describe the parameter space. This
choice was inspired by Phillips’ early work [5].

The procedure for a single experimental session was as
follows: The cylinder was completely filled and brought up to
speed. A profile of frequency versus radius was taken at all
the speeds to be used during the run. This gave a system
calibration between frequency and azimuthal velocity and
established the position (measured on the dial of a milling
machine crank) corresponding to zero radius, necessary for
comparison to theoretical predictions. The center was not
directly accessible because of the axles. (Extrapolation of the
calibration curves to the position for which the frequency
vanished determined the origin more precisely than sub-
tracting the container radius from the position of the outer
wall, determined by occlusion of the beam.)

Nomenclature
a = container radius y = normalized frequency dif-
A,B parameters in data curve fit L = length of the container ference
¢ = ratio of core radius to con- r = radial coordinate y = “‘bestfit’”’ fory
tainer radius, R/a R = coreradius z = axial coordinate
E Ekman number, »/Qa? u = vector velocity in the liquid e = g/Q%a, measure of the first
f Doppler frequency for u, = inviscid first order velocity order flow
calibration runs © 1, = inviscid second order velocity v = kinematic viscosity
Lo Doppler frequency for ex- i; = boundary layer first order ¢ = azimuthal coordinate
perimental runs velocity = container rotation rate (vector
o = fo—Je i, = boundary layer second order quantity boldface)
g acceleration of gravity (vector velocity AQ = difference between container
quantity boldface) v = azimuthal velocity and interface rotation rates
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The container was stopped and enough liquid removed to
set R, hence c. Radial profiles were measured, and the con-
tainer was refilled and the calibration rechecked. Runs for
which the initial and final calibration did not agree were
discarded.

Results

Table 1 shows the ranges of ¢ and E for the ¢ = #/2 ex-
periments. Fach pair corresponds to a single rotation rate.
The parameter ¢ ranged from 0.4 to 0.8 in intervals of 0.1.
Experiments were performed at 24 of the 25 possible com-
binations. The combination e = 2.06 X 10~2 and ¢ = 0.6 was
omitted.?

We denote the Doppler frequency profiles versus radius for
the full cylinder by f,. (r), and the Doppler frequency profiles
for the partially-filled cases, f, (7). Values of f, and f, were in
the range of 100-1000 khz, and their difference, éf = f. — f,,
was in the range of 0-20 khz. The complete set of ¢ = 7/2
data contains 312 points.

The normalized frequency difference

2[/(' (r) '-fe (r)]
ef. (a)c?

is predicted by theory [5] to beequalto 1 + (a/r)? at ¢ = w/2.
We calculated the mean and standard deviation of y at each r,
using the data for all e and c at that r. The result shown in Fig.
2, in which the solid line represents the theoretical result, and
the error bars represent + one standard deviation.

(We also fit all 312 points to a curve of the form

a 2
ﬁzA(—) +B,
r

y(ry=

obtaining 4 = 0.992 and B = 0.779. These are consistent
with the scatter of the individual points.)

We made measurements at ¢ = 0, and at two other axial (z)
positions. The ¢ = 0 measurements gave §f measurements of
two khz or less with no systematic radial structure. There was
no significant difference at the other two axial positions from
the data reported above. Both of these are necessary con-
sequences of the theory and reinforce our conclusion that the
discrepancy at second order arises from local causes near the
interface, and not from any defect in the linear solution u,.

The uncertainty in any individual frequency measurement
was less than 0.5 khz. This uncertainty is an estimate given by
the experimenter, who watched varying digital frequency
readout, estimating the extent of the excursion as well as the
center frequency. An additional uncertainty in the final result
is caused by fluctuations in container rotation rate. Separate
measurements indicate these to be quasi-periodic with an
amplitude of 0.5 percent and a ‘“‘period” of two to three
seconds.

These uncertainties are consistent with the statistical errors
indicated in Fig. 2. They are also consistent with repeated
extrapolations of calibration curves to the center. Typical
discrepancies in the location of the center were less than one
percent of the extrapolation distance.

Other Flow States

As there is considerable interest in the literature in flows
other than the laminar flow which we have measured, it seems
appropriate to describe briefly other flow states we have
observed, and to provide a stability map for these. The latter
is important as no such unified map exists beyond the simple
single boundary given in [5]. i

Figure 3 is a map depicting regions in ¢, ¢ space where flows
of three different types have been observed. The laminar state

3This was an unintentional blunder which remained undiscovered until the
apparatus was no longer operable.
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Fig. 2 Normalized frequency difference as a function of position. The
error bars represent + one standard deviation. The solid line is the
theoretical prediction. “The vertical axis of Fig. 2 is mislabelled. The
correct value of y is one greater than that shown.”
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Fig. 3 Stability map. L/2a = 1.07. The fluid was tap water. The solid
line (¢ = c/3) is an absolute stability criterion [5], for which gravity
exceeds centripetal force. In practice the flow is unstable at smaliere.

is that to which the third section of this paper is given. There
are at least three other states attainable in partially-filled
rotating cylinders. Two of these are shown on Fig. 3. The
third is only attainable in cylinders which are long compared
to their diameter.

In the following paragraphs we describe the flow states
mentioned, and discuss briefly the precision with which the
boundaries between states were determined. We cite previous
scattered descriptions of these flows as we discuss each.

The “‘vortical’’ state [6], [8], [9] is somewhat disordered. It
is time-dependent, characterized by the aperiodic shedding of
vortices from the interface. One to four vortices are created in
any one episode, most commonly, two or three. The length of
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time between episodes depends on how far one is from the
boundary in parameter space separating the laminar and
vortical states. Episodes recur more rapidly as one moves
deeper into the vortical region. .

Just inside this boundary it is possible to see the process in
some detail under stoboscopic illumination. The behavior is
cyclical. At one point in the cycle the flow looks like that in
the laminar state, but the retrograde rotation increases with
time. (Recall that this means the absolute rotation rate of the
- interface decreases, reducing the centripetal force and making
the interface more susceptible to gravitational disturbance.)
As the interface decelerates, it begins to distort. Eventually
the retrograde rotation becomes so rapid one cannot measure
it with the naked eye, the vortices are formed, and are ejected.
Immediately upon ejection, the interface distortion vanishes,
and its apparent rotation rate jumps to approximately that of
the container. (The rotation rates may be equal; existing
observations are not sensitive enough to tell.)

The cycle continues. The retrograde rotation increases and
the vortices decay. At what may be some critical retrograde
rotation rate a new set of vortices is ejected. Near the stability
boundary the old vortices decay before the new set appears.
Deeper into the vortical region the ejection and decay overlap,
the new vortices destroying the old.

The ‘‘turbulent” state [S], [8] is characterized by the
complete lack of a well-defined interface or vortices. The flow
in the body of the fluid is very different from solid rotation.
We have made preliminary laser Doppler measurements
which show a mean azimuthal velocity varying linearly with
radius, but going through zero near where the (laminar) in-
terface would be, rather than near the center of the cylinder.

A third flow state occurs in tubes long compared to their
diameter. It is marked by a series of cells of the less dense
fluid. Balmer [13] has termed these hygrocysts. Figure 1 of
[14] is an excellent photograph of the phenomenon. This state
has not been seen in this laboratory because the aspect ratio of
the cylinders we used has always been near unity.

Bistable denotes regions in which either laminar or tur-
bulent flow states can occur, depending on the initial con-
ditions. Imagine the flow to be in the laminar state. As the
rotation rate is decreased a critical value is reached at which
the flow changes to the turbulent state. It requires a large
increase in rotation rate to return to the laminar state. There is
a bistable band in which the flow depends on initial con-
ditions.

The data on which the map of the flow states is based were
taken by adding the desired amount of water to the cylinder,
spinning the cylinder up to the desired speed and observing the
state of flow. The boundary lines drawn on the figure pass
between points at which two different flow states.are clearly
identifiable. The typical width of a boundary in the ¢ direction
is 0.02. In the e direction the width cannot be seen.

Summary and Conclusions

We have measured the azimuthal velocity in a partially-
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filled horizontally rotating cylinder at ¢ = 0 and ¢ = #/2.
For the latter plane we looked at three axial positions. The
results of these measurements confirm the linear inviscid
theory. We believe the discrepancy between measured and
calculated retrograde roiation to be caused by conditions at
the air water interface, and are presently engaged in ex-
periments to examine this region more closely.

We offer the map of parameter space as a preliminary guide
to those using fluid-filled rotors. We hope some day to be able
to explore the parameter space in more detail, and eventually
to understand the transitions theoretically.
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Couette Flow

Measurements of time-mean velocity, of longitudinal, normal and lateral velocity
Sfluctuation intensities (u’, v
cases of pure shear flow in a flat channel, one of whose walls is stationary while the
second moves. Both walls are effectively smooth. General expressions for the mean
velocity profile and a prediction of the friction coefficient are developed. Com-
parisons of the experimental results with existing data are made. The profiles of v’,

’

, W) and of shear stress have been made for four

w', turbulence kinetic energy and production of turbulence energy across the
channel are the first to be published.

Introduction

Plane Couette flow has been studied by several in-
vestigators since the original work of M. Couette [1] in 1890.
Experimental investigations of plane turbulent Couette flow
are scarce owing to the difficulty involved in generating a flow
within which measurements are possible. Reichardt [2, 3],
Robertson {4], Chue [5] and Leutheusser and Chu [6] have
examined channel flows with zero pressure gradient, but their
measurements were limited to mean velocities. The turbulence
structure of pure shear flow was studied experimentally by
Johnson [7] and Robertson and Johnson [8], but they did not
succeed in measuring accurately the distribution of turbulent
shear stress, while Johnson [7] measured only centerline
values of v’ and w’. A compilation of test conditions of
known experiments on plane Couette flow is given in Table 1.
The results of Reichardt [3], Robertson [4], Johnson [7], Chue
[S1, and Robertson and Johnson [8] are reasonably detailed
and will be drawn upon for comparisons with the present
measurements.

Correlating Relations

The mean-velocity distribution for plane Couette flow is
symmetric and exhibits two distinct regimes. In the vicinity of
the wall the profile is in good accord with the logarithmic law
of the wall:

E =Alny* +B 1)
U*

In the central region the universal velocity distribution can
be approximated by a defect-law of the form

U-U,
U*x

=R,(1—-y/h) )

The friction coefficient for plane Couette flow is usually.

defined as
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Robertson [4] suggested that the skin-friction could be
predicted from the following expression:

Cr G
2 logR, @

where G is a constant chosen to fit experimental results. The
value G=0.19 was found by Robertson; values ranging from
G =0.188t0 0.196 were found in Johnson’s [7] study.

Cf=

Table 1 Characteristics of channel flow apparatus for plane Couette
tlow
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Fig. 1 General layout of the rig. i-fan, 2.intermediate section, 3-
ditfuser, 4-fiiters, 5-nozzle, 6-test channel, 7-mesh, 8-access door, 9.
screen, 10-grid, 11-upper plate, 12-moving wall, 13-gear box, 14-motor,

15-air exit

Robertson introduced also a dimensionless slope parameter
defining the core velocity:

h /dU
s= 1 <-_—) 5
Uc dy ¢ ( )
and adopted an expression for this parameter as a function of
the flow Reynolds number:
0.78
S= 6
logR, ©
Experimentally he found the parameter S to be very sen-
sitive to minor changes in the flow and difficult to evaluate
accurately. Reynolds {13] introduced a parameter R, related
toR,, S, and C, through

_ U*(Zh) _ _ Cf -0.5
R, = —ZRf—ZS<7) ™

Ve

Evidently R, is Reynolds number based on eddy viscosity
v., channel depth 2k, and friction velocity u.«. It was found
that R, = 7.5 on the basis of Reichardt’s [2] and Robertson’s
[4] measurements.

Experimental Apparatus

The measurements reported here were made in air in a belt-
type Couette-flow apparatus, whose general form is indicated
in Fig. 1.

3.0

2.0 fm 8 el

] I 1 | | 1 |
0 0.25 Q.5 0.75 1.0
Yh
Fig. 2 Longitudinal intensity profiles for Poiseuille flow. 4, x/2h = 30;
0,x/2h =25.4; o, x/2h =20.8

The flow through the test channel is supplied by a specially
constructed open-circuit wind tunnel, consisting of cen-
trifugal fan, diffuser, filters, and contraction. To expedite the
development of the flow, turbulent activity is introduced
before the air enters the parallel-sided duct, by a coarse mesh
of expanded metal located some 150 mm upstream of the
paraliel section. The parallel section of the channel is 2440
mm long; the main measurements were made in the central
vertical plane of the channel, at a station x,, = 1980 mm from
the blowing end. The belt forming the moving floor is 1200
mm wide, some 20 mm less than the channel breadth
measured between the separating bars which form the vertical
sides. Two channel depths have been used; 44 mm and 66 mm,
giving aspect ratios (breadth/depth) of about 28 and 18. Even
the smaller aspect ratio can be expected to minimize the
possibility of secondary recirculating flow across the channel
(Schlichting [15]). Moreover, preliminary tests carried out by
Mr. M. Kalirai (unpublished report, 1975) indicated no
significant variation in velocity profiles in the central half of
the channel. The development ratio (development
length/depth) is then either 30 or 45. The introduction of a
turbulence-generating grid at the entrance to the duct in-
creases the effective length (Hussain and Reynolds [16] and
Patel [17]). The longitudinal intensity profiles of Fig. 2 (for

Nomenclature
A = constant in law of wall
B = constant in law of wall
C,= o _ friction coefficient
I pUR
G = constant in equation for friction co-
efficient
h = channel half depth
k = time-averaged turbulence kinetic
energy per unit mass= Y2(u’? +v’?
+w'?)
U.h .
R.= = Reynolds number based on centerline
v velocity, channel-half depth and
kinematic viscosity
Reé =Ugy 6/v =
R; = constant in velocity core law
*
R, =2R,= ur@h) _ Reynolds number based on friction
Ve velocity, channel depth, and constant
eddy viscosity
S = slope parameter
U = time-averaged velocity component in

x-direction
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U, = free-stream velocity in a boundary
layer
U, = centerline velocity
U,=2U, = belt velocity

=
*
1
N
-
® |3
N—
<
N
i

wall friction velocity

u’,v’,w’ = turbulent velocity fluctuations in
longitudinal, normal, and lateral
o directions, respectively
—uv = turbulent shear stress
x = coordinate in the direction of main
flow
¥ = coordinate direction normal to plate
surface, origin at upper plate
t= yZ* = nondimensional length
T, = shear stress onthe wall
p = fluid density
v = fluid kinematic viscosity
v, = .eddy viscosity
v. = constant eddy viscosity in the core
region
6 = boundary-layer thickness
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Table2 Details of tests

___,g’,,_n,,,,_,uf,___uki .A(.,f,v... [ l R
- !
|
i

(om) &
t/s) m/u)

1 44 12.84 29500 0.283 0.00417 5.7 0.280
i 44 17.08 12640 Q.378 ©.00392 S.1 ©.226
a €6 12.84 14250 0.282 0.00386 5.1 0.224
4 66 17.08 18860 0,464 0.00361 4.5 0.181
N
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1 LI I ' I LI ' T llll T L y]
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y

Fig. 3 Mean velocity data in wall coordinates for Couette flows. 0,
Rg =9500; A, Rg = 12640; X, Rg = 14250; o, R, = 18960.

measuring stations x=1370 mm, 1675 mm and 1980 mm and
for pure pressure flow) demonstrate that the turbulent motion
is substantially fully developed at the standard measuring
station, x,, = 1980 mm.

The mean-velocity profile and the longitudinal velocity
fluctuation were measured using a DISA normal hot-wire
probe (type S5P11) in conjunction with a DISA 55M system
constant-temperature anemometer, a 55M25 linearizer, a
55D35 rms voltmeter (used for the velocity fluctuation) and a
Datron 1045 digital voltmeter. Vertical and lateral velocity
fluctuations and the turbulent shear stress were measured with
a DISA X-wire probe (type 55P61) in conjunction with two
such channels, the rms voltmeter and the digital voltmeter.
The interpretation of hot-wire signals used in the present
study is that described by El Telbany and Reynolds {18].

The probes were calibrated in pure pressure flow through
the test channel itself, and the shear stress measurements from
the X-wire probe were compared with values obtained from
the linear velocity variation near the wall in Couette flow and
from pressure-deep measurements in pure Poiseuille flow.
The friction velocity uw. deduced from the X-wire probe
measurements will be used in the present study.

The position of hot-wire probes within the channel could be
controlled within 0.01 mm by a micrometer traversing
mechanism. The belt speed was determined by a counter
activated by magnetic strips on the belt.

Results and Discussion

Table 2 gives details of the four Couette flows examined.

The velocity profile has an S shape and is ‘‘cen-
trosymmetrical,” exhibiting complete symmetry about the
central plane; hence U,=2U,. Some measurements were
taken across the entire flow to demonstrate this cen-
trosymmetry, but the discussion will, in the main, be confined
to measurements made in the upper half-width, that is, the
half adjacent to the fixed surface. ‘ .

The mean-velocity profiles are plotted in universal coor-
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Fig. 4 Core region presentation of mean velocity. For symbols see
Fig. 3.

N T L A R RL | T

LA BLELRAS T T

LI SR LA ¢

0.008 -

0.006 §-

Gy

0.004 |-

0.002 [

/1 _ oim
2 'logk‘
° s o baaal et t baagad RN ST
o 108 10t w0°

Re

Fig. 5 Skin-friction coefficient as a function of Reynolds number in
Couette flow. Coustte [1], o -air, ¢ -water; Reichardt [2], a-water, & -0il;
Reichardt (3], e-air; Robertson [4], n-air; Chue [5), =a-water;
Leutheusser and Chu [6], v -air; Robertson and Johnson [8], 4 and X-
air; present results, 0 and » -air.
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dinates in Fig. 3. It is clear that in the ‘‘inner layer’ the
universal law of the wall accurately represents the mean-
velocity distributions. The two constants of equation (1) were
found to be 4=2.55, and B=5.1+0.1 over this range of
Reynolds numbers, in good agreement with those found by
Reichardt [3] and Robertson [4].

The mean-velocity profiles are plotted in Fig. 4 to check the
validity of equation (2) in the core region. It is clear that
equation (2) represents the mean velocity profiles reasonably
well in the region 0.4 <y/h <1.6. However, there is a marked
Reynolds number dependence, with R,=4.5 to 5.7. The
values suggested for this slope parameter by Reynolds [19]
and Townsend [20] are R;=3.75 and 4.25, respectively. The
slopes of the core regions of most of the more varied Couette-
type flows studied by El Telbany and Reynolds [21] are
R,=5.0.

In Fig. 5 the friction factor C; is plotted as a function of
Reynolds number, with results found by earlier workers. The
present results are intermediate to those of other experiments
and serve to define the high-Reynolds-number end of the
friction law more precisely.

The turbulent-friction results are well represented by
equation (4) if we take the constant G=0.182. There is good
agreement between the present results for the friction coef-
ficient and Reichardt’s measurements, but the values by
Robertson and Johnson are rather higher. It is perhaps
significant that Reichardt and the present authors measured
the shear stress directly, while Robertson and Johnson
deduced the wall shear stress from velocity profiles.

In Table 2 we see that the slope parameter S of equation (5)
has an average value around 0.22 and decreases with flow
Reynolds number. Equation (6) does not in fact define this
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Fig. 6 Eddy-viscosity distribution compared with other data (for
channel, h=half depth; for pipe, h=radius; for boundary layer,
h=nominal thickness). v, El| Telbany [14] (plane Poiseuille flow,
R, =38180); +, Hussain and Reynolds [16] (Rg =32300); — -~ Laufer
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Fig. 7(a) Distribution of turbulence intensities near the wall. For
symbols see Fig. 3.

variation very accurately. Incidentally, this parameter has the
value unity for a laminar-viscous plane Couette flow.

The nondimensional eddy viscosity is compared in Fig. 6
with data obtained by Laufer {22] in a pipe; Hussain and
Reynolds [16] and El Telbany [14] in a channel; and by
Townsend [23], Klebanoff [24], and Ueda et al. [25] in flat-
plate boundary layers. As would be expected, all of these
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Fig. 7(b) Turbulent intensity data compared with other experiments —
Present data, R, (9500-18960); —-—Hussain and Reynolds [16],
Rg =13800; — — ~ Clark [27], R = 15200.
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Fig. 7(c) Distributions of turbulent shear-stress and turbulence in-
tensities compared with Johnson’s data [7], Ry (7050-16500): +, u'/ux;
0,v’'/ux; v,w’/us. For symbols for the present data see Fig. 3.

values are in good agreement near the wall (y/h<0.1, say).
Away from the wall, however, the values of », display quite
different trends. For the boundary layers, the eddy viscosity
tends to zero at large distances from the wall; for Poiseuille
flow (pipe or channel) it tends to a constant value of about
v, =0.07 u«h; while in the core region of plane-Couette flow it
tends to a constant value of about », =0.21 u«h,.

Figure 7(a) gives measured distributions of turbulence
intensities near the wall and Fig. 7(b) compares the
distribution of #’/u’ near the wall with the channel data of
[16] and [27]. The maximum of u’/u. in the present data is
about 2.75 and is independent of Reynolds number. Hussain
and Reynolds’ value for the maximum of u’/u, is about 2.45
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Fig. 8 Distribution of ratio of turbulent shear stress to kinetic energy.
v, El Telbany [14] {plane Poiseuille flow, Ry = 38180); for other symbols
data see Fig. 3.

T I T T *
RER
0.6 p= g § —
§
0.5 |~ § —
. g
0.4 b~ l):1<A v -
> v v
T 0.3 f— v v ond
v
0.2 - v -
0.1 T— v o
0 | 1 | I
o 0.2 0.4 0.6 0.8 1.0

Y
Fig. 9 Variation of shear correlation coefficient. For symbols see Fig.
8.

while Clark’s value is about 3.25 [Fig. 7(b)]. Figure 7(c) shows
the measured variations of the turbulent shear stress across
the channel. As is required for Couette flow, the turbulent
shear stress is sensibly constant across the channel. The u’,
v’, and w’ distributions are shown also in Fig. 7(¢) and
compared with data obtained by Johnson [7]. The fact that
Johnson’s values of the scaled intensities are generally some
10 percent lower than ours is probably a consequence of the
rather higher values of shear stress he has found (see Fig. 5),
since they influence u« as well as C,. The shapes of the in-
tensity profiles for the three components differ significantly,
emphasising the strongly anisotropic nature of the turbulence,
even in the core region. The region near the wall is very similar
to other wall layers. The core region exhibits strong in-
dications of homogeneity in turbulence structure as predicted
by von Kdrmaén [26]. There is no significant Reynolds-number
dependence of the normalized turbulence intensities over the
Reynolds-number range considered.

The ratio of the turbulent shear stress to the turbulence
kinetic energy is plotted in Fig. 8 and compared with
measurements of El Telbany [14] for pure pressure flow. For
plane Poiseuille flow the ratio uv/k is constant for y/h=0.1
t0 0.6, then decreases rapidly and reaches zero at the center of
the channel. In contrast, for plane Couette flow the ratio
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Fig. 10 Production of turbulence energy. For symbols see Fig. 8.

uv/k increases for y/hA=0.1 to 0.6, then remains constant in
the core region. The maximum value of the ratio uv/k for
plane Couette flow is typically 0.38.

Correlation coefficients, —uv/u’v’, are plotted in Fig. 9,
again in comparison with values for plane Poiseuille flow. In
Poiseuille flow it is known that the correlation coefficient is
virtually constant and equal to about 0.38 over a considerable
region of the flow near the wall. For plane Couette flow the
coefficient is close to 0.4 near the wall but rises to about 0.65
for y/h>0.6.

Figure 10 displays the variation of the production of tur-
bulence energy (uv dU/dy) across the channel in comparison
with plane Poiseuille flow. The channe] half-depth and the
friction velocity have been chosen as non-dimensionalising
length and velocity scales. As usual there is a good agreement
near the wall between Poiseuille and Couette flows; but
further from the wall the generation of turbulence energy in
Poiseuille flow decreases and reaches zero at the centre of the
channel, while the generation of turbulence energy in plane
Couette flow retains a fairly high level throughout the core
region.

Conclusions

The reported studies of plane Couette flow over a
Reynolds-number range of 8500 to 19000 have established the
following conclusions:

(@) The form of the law of the wall is confirmed to be
essentially that found by earlier workers.

(b) The slope of the central linear velocity variation is
found to be some 25 percent higher than has earlier been
suggested and to be significantly dependent upon Reynolds
number,

(c) Friction at high Reynolds numbers has been found to
be in close agreement with Reichardt’s earlier measurements,
and to be some 15 percent below the measurements of
Robertson and Johnson.

(d) Inthe central 40 percent of the channel the mean shear
and turbulence intensities are nearly uniform, as are quan-
tities dependent upon them, such as turbulence kinetic energy
and the rate of its production.
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Schedule of Uncertainties

Table 1 The values describing the authors’ apparatus, given
in the final row of this table, are correct to 1 percent.

Fig.3 U/u. accurate within 2 percent
y* accurate within 0.2

Fig.4 (U,—U) /u« accurate within 0.06
y/h accurate within 0.02

Fig.5 C; accurate within 2 percent
R, accurate within 300

Fig. 6 v, /u.h) accurate within 3 percent
y/h accurate within 0.02
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Arbitrarily Rough Surfaces by
Means of Rotating Disks

An indirect similarity-law characterization method is presented for any arbitrary

irvegular roughness covering a circular disk. Formulas are presented for converting
the measured torques and rotary speeds of this rough rotating disk into appropriate
local values at the disk edge required for the characterization.

Introduction

The drag properties of any rough surface in a turbulent
shear flow may be completely characterized by a similarity-
law parameter as a function of a roughness Reynolds number.
Such characterizations are essential inputs to the development
of turbulent boundary layers over rough surfaces [1] and the
associated drags for varieties of flow situations and Reynolds
numbers. The rough surface may have an irregular geometry
such as encountered in engineering practice.

Direct determinations of such drag characterizations of
arbitrarily rough surfaces require the measurement of the wall
shear stress at a station and the velocity profile in the im-
mediate vicinity of the rough wall to satisfy an inner
similarity-law analysis.

Often it may be simpler or more convenient to undertake an
indirect characterization which involves more readily at-
tainable measurements.

Historically the first indirect method may be ascribed to
Nikuradse [2] who conducted an experimental study of the
drag of densely packed sand grains glued to the inside of a
pipe in fully-developed turbulent flow. Here the average
velocity across the pipe is substituted for measurements of the
velocity profile. The average velocity is readily obtainable
from the gross rate of flow through the pipe while the velocity
profile requires extensive measurement. The roughness
characterization is calculated from a formula based on the
average velocity derived from the similarity laws. Excellent
agreement was found by Nikuradse between the direct and
indirect determinations.

In a study of the turbulent boundary layer over a rough flat
plate, Hama [3] devised an indirect method which involves the
displacement thickness of the boundary layer. An interesting
feature of the roughness characterization here is the con-
sideration of deviations of the rough results from the smooth
results, a procedure which tends to reduce experimental error.
Such a procedure may be called characterization by ap-
propriate difference in contrast to that by Nikuradse which
may be called characterization by formula.

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF
MEcHANICAL ENGINEERS at the Joint ASME/ASCE Bioengineering, Fluids
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Later Robertson et al. [4] showed that the procedure of
appropriate differences is also readily applicable to pipe flow.

Another indirect method [5] was devised for rough flat
plates, towed or otherwise, which involves only the
measurement of total drag and speed. The wall shear stress at
the trailing edge of the plate is related to the total drag by a
similarity-law boundary-layer analysis.

There are advantages and disadvantages to the indirect
methods just mentioned. It is easier to apply roughness to the
outside surface of a flat plate than to apply it to the inside of a
pipe which may have to be split lengthwise for easy access [6,
7]. Required full-scale speeds are difficult to attain on a flat
plate when towed. If the flat plate is immersed in the flow of a
facility such as a water tunnel in order to obtain high speeds,
the experiments can be quite costly. In contrast an indirect
method based on a rotating disk has the advantage of an
outside surface for ease of application of roughness and of
easily attainable high speeds. Furthermore the technology for
rotating a disk is also well developed.

The indirect method to be described here involves
measuring only the torque and rotary speed of a rotating disk
uniformly covered with the roughness under investigation. It
will be shown that the logarithmic law of friction obtained
from the similarity laws is the basis of the method. The torque
is related to the wall shear stress at the edge of the disk by
analytical relations derived from a three-dimensional
boundary-layer analysis [8].

To start with, pertinent aspects of the similarity laws are
reviewed as they relate to arbitrary roughnesses. The
modification to be followed for the case of a rotating disk in a
confined-flow situation is also included in the presentation.

Finally the method is illustrated by an appropriate example.

Velocity Similarity Laws

For reference purposes a brief account is presented of the
velocity similarity laws which form the basis of drag
characterizations of arbitrarily rough surfaces in a turbulent
shear flow.

Inner Law or Law of the Wall. In the close proximity of an
arbitrarily rough surface defined by a sufficient number of
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length factors k, &, k,, . . . the inner similarity law or law of
the wall for turbulent shear flows may be stated in the
Reynolds-number mode as

u .
u_ =f D)*’k*,T] (1)
or in the relative-roughness mode as
u y
= o=f =k T]
u, f[ k @

Here y*=u_y/v, k* =u k/v (roughness Reynolds number),
u,=~r1,/p (shear velocity) and T=k/k,, k/k,,
(roughness texture). Also u is the streamwise mean-velocity
component. 7,, is the wall shear stress, p is the fluid density, »
is the fluid kinematic viscosity and y is the normal distance
away from the rough wall (the zero position of y may vary
with roughness geometry). !

Outer Law or Velocity-Defect Law. For the outer part of
the turbulent shear layer, the similarity law is stated as a
velocity defect which is a function of relative position

Sl e

u, ]

Here U is the streamwise velocity at the outer edge of a shear
layer of thickness &. The outer law is functionally independent
of roughness. There is, however, an indirect dependence on
roughness through shear velocity u,.

Logarithmic Velocity Laws and Roughness Charac-
terizations. If the inner and outer laws are considered ap-
plicable in a common overlapping region, the analytical
consequences are logarithmic relationships. For the inner law
in the Reynolds-number mode

2~ Alny* + B, [k*,T] @)
or in the relative-roughness mode
ad =Aln£ +B,k*,T] )

uT

IThe empirical location of the zero position of y is required in the direct
characterization wherein the velocity profile is probed close to the wall,
Happily, this is not required for the indirect characterization by means of
rotating disks described here.

Nomenclature

B, and B, arerelated by
B, =B, + Alnk* 6)
For the usual roughness regimes (1) hydraulically smooth: B,

= constant = B, ;; B, =B;; + Aln k*, (2) intermediate; B,
and B, both vary with k* and 7, (3) fully rough: B, = B, is

. constant with respect to &* and is only a function of T} B, =

B,.(t) — Alnk*.

Either B, (k*,T) or B, (k*,T) may be termed similarity-law
roughness drag characterization. Another form of B, arises
when the value for a smooth surface B, ; is subtracted to give

AB{k*rT]ZBl[k*aT]_BI,s (7)

AB as defined is always negative in value. Nikuradse used the
B, characterization while Hama preferred the AB (actually —
AB) characterization.

The outer law in turn develops a logarithmic relation over
the overlapping region:

U—u
u

= —Alng +B, ®)
B, is a velocity-defect factor which does not vary with
roughness but does vary with streamwise pressure gradient.
B,/2A is also called the Coles Wake Factor.

A direct similarity-law drag characterization of a roughness
with texture T requires the determination of B, B,, or ABasa
function of roughness Reynolds number k* from meas-
urements of wall shear stress 7,, and velocity u in the region
where the logarithmic inner law holds, equation (4) or (5). For
a thin shear layer this may not be too feasible. Hence an
indirect method like that based on overall measurements on a
rotating disk may be more practicable.

Equivalent Sand-Grain Roughness. Although an arbitrary
nominal value for &, k,,,, may be assigned to a given
roughness, it will not affect the values for the B, (and AB)
characterizations per se. From equation (6) it is seen that the
values of B, are strongly affected and hence B, should be
designated accordingly as B, .. For the fully-rough regime
and hence may be further designated B,.

As shown by Schlichting [9] a value for k& may be deter-
mined which gives the same drag in the fully rough regime as
the sand-grain roughness of Nikuradse, which will be denoted
the equivalent sand-grain roughness or & equiv. Since B, is
unaffected by &, equation (6) gives B, pom —A In tt,kyom/v =
B, o —AInu, kegyiv/v. With u, /v the same,

h
i

boundary-layer factor

inner-law factor, equation (4)

value of B, for fully-developed roughness
moment or torque coefficient for rotating
disk, equation (13)

outer-law velocity profile, equation (3)
cross-flow velocity profile, reference [8]
roughness height

other roughness lengths

roughness Reynolds number

moment or torque of one side of rotating disk
disk radius

rotating-disk Reynolds number, equation (14)
roughness texture

mean velocity component in shear layer
parallel to the wall .

velocity outside boundary layer (for rotating
disk, U=rw)

shear velocity, u, =\/Tw /p

normal distance from wall (disk surface)

= nondimensional y, y*=u_y/v

ax
%]
no

il

=
k.
%)
=
* .
ol

Il

c
1l

=
N
i
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6 = boundary-layer thickness
AB = similarity-law roughness characterization
(AB)’ = derivative of AB with respect to /n k*
v = kinematic viscosity of fluid
o = density of fluid
¢ = local skin-friction coefficient, equation (10)
7, = wall shear stress
¢ = angular-velocity factor for enclosed rotating
disk
w = angular velocity of rotating disk
Subscripts
e = edge of disk
en = enclosed rotating disk
equiv = equivalent
nom = nominal
r = condition of roughness
s = condition of smoothness
sg. = sand grain
o = unenclosed
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Brsg _Br nom :l
] 1 9
— &)

B,,Sg is the value of 3, obtained by Nikuradse for sand-grain
roughness in the fully-rough regime.

kequiv =Kpom €XP [

Logarithmic Laws of Friction. The addition of the
overlapping inner logarithmic relation, equation (4) or (5), to
the outer logarithmic relation, equation (8), results in the
logarithmic laws of friction which in the Reynolds-number
mode is

U 6
a:u—zAln“—’ +B,[k*, T] + B, (10)
p v
and in the relative-roughness mode is
U ]
U:u_:Alnfc +B.,[k*,T]+ B, 1)

T

o is a convenient local coefficient of skin friction. Also from
definitions

o= (Tw/pyz)w "

The logarithmic laws of friction may be shown to be the
basis of indirect roughness drag characterizations.

Rotating Disk

Turbulent Boundary Layer. A circular disk rotating in a
fluid at rest develops a resisting torque or moment which is
wholly viscous in origin. A boundary layer develops on the
disk surface in a three-dimensional manner such that there is a
cross-flow velocity component in the radial direction. The
streamwise component is the circumferential velocity which is
much larger than the radial velocity by an order of magnitude.
The relative circumferential velocity is considered to obey the
velocity similarity laws while the relative radial velocity is
considered to obey Prandtl’s relation for cross-flow velocities.
As shown in reference [8], the application of these velocity
relations to the equations of motion of a turbulent boundary
layer on a rotating disk result in a variety of analytical
solutions for both the boundary layer and the overall torque.
These solutions gave predictions which agreed very well with
available measurements.

5
T T T T P
/
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00(} /
4 5/ s
7/
v
N O«‘z‘
o 3F < S -
e L)
*x v/ ,
@ 4
Oh ok / -
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0 ] 1 el ]
0 | 2 3 4 5
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Fig. 1 Comparison of wali shear-stress coefficient at disk edge C, ,,

with average wall shear-stress coefficient, C,
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Disk Dimensionless Ratios. The moment or torque coef-
ficient C,, of a disk rotating with angular velocity w covered
with roughness k& and T is a function of Reynolds number R
and relative roughness k/r, or

k
Cm =f[R,r—,T] (12)
where
2M
" oot (13)
2
r="2 (14)

M is the resisting moment on one side of the disk and r, is the
radius of the disk.
At any radius r of the disk the wall shear-stress coefficient
in the circumferential direction C, is given as
2 Ty
T2 Vip(rw)?
Local Skin Friction. At the disk edge r, the local skin-
friction coefficient C,, may be related to the moment

coefficient C,, by means of equation (62) resulting from the
boundary-layer analysis of reference [8]:

5 2 } 5 —
Cre=_cm[l__(2A+BD o Cm+' . ] (16)
Y 5 87

where at the disk edge

(15)

dB,  d(AB)
d(Ink*) ~ d(Ink*)
It is interesting to consider the case of a constant local skin-

friction coefficient C, over the whole disk. For an annulus of
width dr at radius r, the differential moment dM is then

Bi=(AB)' = a7

dM =1, (2xnrdr) = C,pwwtridr (18)
Integrating from r=0 to r=r, produces
_ 5
C,= e C, 19)
Then from equation (16)
. 2 c
c,,e=c,[1—§(2A+B}),/7’+...] (20)

Plotted values in Fig. 1 are given for the cases of smooth
surfaces (B{ =0) and the fully rough regime (B] = — 4). Also
shown is the line for laminar flow (C,,=0.8 C,).

This shows that the wall shear stress coefficient at the disk
edge, C, ., is close in value to the average coefficient C, for
both smooth and rough rotating disks and even closer than
for the laminar case.

Indirect Roughness Drag Characterization. The indirect
characterization from rotating disks is derived from the
logarithmic law of friction as follows:

The logarithmic law of friction, equation (10) at the disk edge
represented by subscript e may be stated as
]
ae=AlnR+A1n(—r> +B,,+ (AB) .+ B, 21
or/e
Combining equations (13), (15), (39), (56), (57), and (63) of
the three-dimensional boundary-layer analysis of reference [8]

results in
F . |F?
1n(_) =ln\/C,,,—ln[\/107r F, ~—2]
ar/ e : g

where Fg, F?, and g are constants obtained by integrations
across the boundary layer:

(22)
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Fig. 3 Similarity-law drag characterization for a rough rotating disk
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F (y/8) is the outer law, Equation (3) which is assumed to
hold to the wall y=0 and g(y/#6) is the Prandtl cross-velocity
function.

Futhermore from equations (15) and (63) of reference [8]
the relation between the circumferential wall shear-stress
coefficient at the disk edge, o,, and overall moment coef-
ficient C,, is

87t 1 1
=il ——+-(24+B)+ ... 23
sy 5 o= T3 AarBs 23)
Finally equation (21) becomes
’87r 1
(AB)e= ? \/?’_n “AlﬁRVCm—Bl’S“BZ
2 1 . | F?
+§A+§(AB);+A1n[\/107ng gfi]+ (24)

(AB), may be evaluated from the above formula after the
indicated constants have been evaluated. This is in accord
with the formula procedure of Nikuradse. -

A more convenient and probably more accurate procedure
is to use appropriate differences in the manner of Hama.
Accordingly for a smooth surface with (AB), = (AB); =0,
equation (24) becomes
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8 1
0=y — —== — AINRVC,, B, , B,
5 \/Clll
2 . [P
+ EA +Aln[\/107ng\/~_—2—] + ... (25)
4

Subtracting this equation for smooth surfaces from
equation (24) for rough surfaces gives for the same values of

mn

e fE[(), () o

where subscripts r and s refer to rough and smooth
conditions, respectively. The procedure then is to plot
1/NC,, against logR\},CT,,for both the rough and smooth
rotating disks. The characterization (AB), is then obtained
from the differences in the ordinates at the same values of R
Ve,

The corresponding values of roughness Reynolds number
k*, are obtained from

k R
=) (5,) @
re Oe
and equation (64) of reference [8] to give
k |5 C
S NEPE R AN
7N &r mil—12A+ (AB); 10n 28)

The values of (AB)., may be obtained by reiteration of
(AB), as a function of In k*,.

Enclosed Rotating Disk. For a disk rotating in a container
[10] a swirl may develop which reduces the effective angular
velocity to ¢w where ¢ is a swirl factor, 0 <¢ <1. Accordingly
the moment coefficient C,, and Reynolds number in
equations (13) and (14) may be redefined as follows

4M

Cp= m (29)

and

(30)

For a particular disk and container the swirl factor may be
experimentally determined by comparison of data of 1/

C,,plotted against log (RVC,, ) for enclosed and unenclosed
conditions. Since ¢ does not affect the product R vC,, then

). /(%)

¢ (@)m/ JC, e @D
where subscripts en and oo refer to enclosed and unenclosed
conditions, respectively. The swirl factor ¢ may be found to
be a function of R vC,, which will not affect the procedure for
determining roughness characterizations. In a sense deter-
mining swirl factor ¢ may be considered to be a calibration of
the rotating-disk flow facility.

Numerical Example

To illustrate the procedure described here a typical case is
examined. The case to be considered is that of a 9-in. (229
mm) diameter rotating disk with a random roughness
machined on both sides with a height of about 0.005 in. (0.127
mm) [11]. -

The (C,,,R) data are plotted in the form of 1/~/C,, against
log R/C,, in Fig. 2 for both rough and smooth disks. At the
same values of R V/C,,the roughness characterization AB is
obtained from equation (26) with (AB)’ considered zero at
first. The corresponding k* is obtained from equation (28)
and the results are plotted in Fig. 3. The slope of the
correlating line gives the values of (AB) ’ which is then used to
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recalculate the values of AB as given by equation (26). The
final reiterated results are also plotted in Fig. 3.

Conclusion

The proposed method of using rotating disks to charac-
terize arbitrary roughness may develop into a standard test
procedure owing to its relative simplicity. Widespread ac-
ceptance probably can only come with experimental
verification by direct measurement for a variety of roughness.
Any actual rotating-disk apparatus involving confined flows
should be calibrated in unconfined flows.

The proper geometric averaging of irregular rough surfaces
of various textures for correlation with drag characterizations
is still an uncertain procedure. If a representative sample is
used, a nominal value may be assigned to k for predictive
purposes.
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On the Prediction of Swirling
Flowfields Found in Axisymmetric
Combustor Geometries

Combustor modeling has reached the stage where the most useful research activities
are likely to be on specific sub-problems of the general three-dimensional turbulent
reacting flow problem. The present study is concerned with a timely fluid dynamic
research task of interest to the combustor modeling community. Numerical com-
putations have been undertaken for a basic two-dimensional axisymmetric flowfield
which is similar to that found in a conventional gas turbine combustor. A swirling
nonreacting flow enters a larger chamber via a sudden or gradual expansion. The
calculation method includes a stairstep boundary representation of the expansion
flow, a conventional k-¢ turbulence model and realistic accommodation of swirl
effects. The results include recirculation zone characterization and predicted mean
streamline patterns. In addition, an experimental evaluation using flow
visualization of neutrally-buoyant helium-filled soap bubbles is yielding very
promising results. Successful outcomes of the work can be incorporated into the
more combustion- and hardware-oriented activities of gas turbine engine
manufacturers, including incorporating the modeling aspects into already existing

comprehensive numerical solution procedures.

Introduction

The combustor of the gas turbine engine contains high
intensity combustion and, as far as possible, must burn fuel
completely, cause little pressure drop, produce gases of nearly
uniform temperature, occupy small volume, and maintain
stable combustion over a wide range of operating conditions
[1]. In design situations, the engineer has to seek an optimum
path between irreconcilable alternatives of, for example,
efficiency and pollution. The general aim of most research
investigations is to provide information which is useful to
designers by ‘‘characterizing’” or ‘“‘modeling’’ certain features
of the phenomenon in question [2]. Up to now designers rely
heavily on experimental evidence to produce empirical for-
mulae. However, traditional design methods are now being
supplemented by analytical methods (numerical solution of
the appropriate governing partial differential equations).
Computer modeling of combustion processes is now an
established fact, but improvements and new developments
{both experimental and theoretical) can and should be made,
theoretical modeling being aided by carefully chosen ex-
periments [3].

The present paper addresses research that is restricted to
steady turbulent flow in axisymmetric geometries, under low
speed and nonreacting conditions — a study area highlighted at
a recent workshop [1] as a fundamental research requirement
in combustion modeling. The particular problem is concerned
with turbulent flow of a given turbulence distribution in a
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round pipe entering an expansion into another round pipe, as
illustrated in Fig. 1. The in-coming flow may possess a swirl
component of velocity via passage through swirl vanes at
angle ¢ [equal approximately to tan~! (wy/u)], and the side-
wall may slope at an angle «, to the main flow direction. The
resulting flowfield domain may possess a central toroidal
recirculation zone CTRZ in the middle of the region on the
axis, in addition to the possibility of a corner recirculation
zone CRZ near the upper corner provoked by the rather
sudden enlargement of the cross-sectional area. Of vital
concern is the characterization of flows of this type in terms
of the effects of side-wall angle «, degree of swirl ¢, tur-
bulence intensity &, of the inlet stream and expansion ratio
D/d on the resulting flowfield in terms of its time-mean and

SWIRL VANE ANGLE ¢
INLET TKE k;,
a

/ d/2

; J(a) SCHEMATIC OF TEST SECTION
GEOMETRY

crz fr7
/2
— >\ /a CTRZ

(b} EXPECTED RECIRCULATION ZONES r

D/2

Fig.1 The flowfield being investigated
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Fig. 2 An example of a coarse grid system being employed to f{it the
flow domain

turbulence quantities. Such problems have received little
attention, yet there is a definite need for work in this area
[4-6].

Experimental work in the configuration just described is
being complemented by an associated prediction study of the
flowfield. Consideration is given to recent work in the finite
difference solution, via a primitive,K variable code, of
axisymmetric swirl flow in the combustor geometry of Fig. 1,
where the inlet expansion sidewall may slope obliquely to the
central axis. Thus a systematic parametric investigation may
be contemplated on the effect of sidewall angle o and degree
of swirl ¢ on the resulting flowfield produced. Basic gover-
ning equations are presented, together with a brief description
of the simulation and solution technique. The equations are
elliptic in character and are solved via an advanced version of
the Imperial College TEACH-T computer program [7],
recently developed at Oklahoma State University [8].

Comparison with available experimental turbulent flow
measurements assists in confirming the final predictive
capability. One such experiment, underway at Oklahoma
State University, is concerned with measuring the effects of
swirl and side-wall angle on streamlines, mean flow and
turbulence parameters in nonreacting flow. The facility and
experimental details are included. For the present paper a
preliminary evaluation of the accuracy of the computed
flowfields is accomplished by comparison with flow
visualization using neutrally-buoyant helium-filled soap
bubbles as tracer particles. Photographs of the bubbles can be
interpreted to yield time-mean flowfield maps which define
approximately the boundaries of recirculation regions and
regions of highly turbulent flow. Major features of strongly
swirling flow characterization are then presented so as to
exemplify the current predictive capability in terms of velocity

profiles, streamline patterns and recirculation zone
characterization. The final closure summarizes the
achievements.

Theoretical Model

The turbulent Reynolds equations for conservation of
mass, momentum (with x, r, 6 velocity components u, v, w),

turbulence kinetic energy &, and turbulence dissipation rate e
govern this two-dimensional axisymmetric steady flow. They
may be expressed in the general form

1ra ] a3 d¢
r [a—x(ﬂurd’)‘!’ E(pw’d’)— a(rr¢ §>

)]

where ¢ represents any of the dependent variables, and the
equations differ primarily in their final source terms S, [7-9].
Implicit here is the use of the standard two-equation k—¢
turbulence model, whereby the exchange coefficients I'y may
be specified in each equation [10]. All constants appearing in
the simulation are given the usual values. The corresponding
finite difference equations are solved via an advanced version
of the TEACH computer code [7], using a semi-implicit line-
by-line method using the tridiagonal matrix algorithm for
values at points of a variable size rectangular grid, with
variable under-relaxation. A complete description of the
finally-developed computer program is now available, with
full details in the form of a user’s manual about the solution
technique, boundary conditions and their implementation,
and the iteration scheme and parameters used [8]. A computer
program listing and sample output are included for
prospective users, Recent advances include revised cell
volumes for the axial and radial velocities, swirl effects on
wall functions, and incorporation of sloping boundaries.
Figure 2 shows an example of grid specification for the
present geometry,

Experimental Approach

Several previous experimenters have investigated
nonreacting flows in expansion geometries [11-20].
References [11] and [12] also include flowfield predictions,
made with versions of the TEACH-T computer program [7].
These experiments include time-mean velocity measurements
[with hot-wire and pitot probes and laser Doppler
anemometry], turbulence measurements [with hot-wires and
laser anemometers] and flow visualization. The majority of
the measurements were made in nonswirling flows [14-20],
however some noteworthy experiments were made in swirling
confined jets [11, 13]. Direct comparison between the results
of the cited experiments and the present experimental results
is generally not possible because of differences in geometry.
However, in the nonswirling jet comparisons were possible
with experiments of Chaturvedi [20], who measured mean and
turbulent flow quantities downstream of a sudden expansion
of diameter ratio 2.0 and various expansion sidewall angles a.
Measurements of mean velocity in regions of high turbulence
intensity and where the direction of the velocity vector is
unknown were made with a pitot tube. Mean velocity was also
measured with a constant temperature hot-wire anemometer
using a single wire. In addition, a cross-wire was used to
measure all the Reynolds stresses.

Nomenclature
v=(u,v,w) = time-mean velocity (in

D = chamber diameter x,r,0 direction)

d = nozzle diameter x,r,0 = axial, radial, azimuthal p = time-mean density

G = axial flux of cylindrical polar ¢ = swirl vane angle [tan !
momentum coordinates (wo/ug)], general

k = kinetic energy of o = side-wall angle dependent variable
turbulence } T' = turbulence exchange .

S = swirl number = coefficient Subscripts
2(Gy/G,d), source : e = turbulence energy 0 = value at inlet to
term (with subscript) dissipation rate flowfield
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The present experiments have been conducted in the
Oklahoma State University confined jet facility, and from
part of an on-going study aimed at the characterization of

time-mean and turbulence quantities in swirling confined

flows. It has an axial flow fan whose speed can be changed by
altering the varidrive mechanism, Numerous fine screens and

straws produce flow in the settling chamber of relatively low .

turbulence intensity. The contraction section leading to the
test section has been designed by the method of Morel [21] to
produce a minimum adverse pressure gradient on the
boundary layer and thus avoid unsteady problems associated
with local separation regions. The sudden expansion consists
of a 15 cm diameter circular jet nozzle, exiting abruptly into a
30 cm diameter test section as shown in Fig. 1. The substantial
size of this test model provides excellent probe resolution for
hot-wire measurements which are currently underway and will
be reported in a later paper. The test section is constructed of
plexiglas to facilitate flow visualization. The side-wall angle «
and swirl vane angle ¢ are variable. The side-wall angle is set
by inserting one of three blocks with a sidewall angle « of 90,
70, or 45 deg. The swirl vane assembly consists of ten vanes
which are individually adjustable to any vane angle ¢. The
pitch/chord ratio at the half radius location is approximately
one, and this assures quite high efficiency in generating a
swirling motion to the in-coming flow [6]. Typical operating
Reynolds numbers [based on inlet average velocity and inlet
diameter] are in the range 70,000 to 130,000 depending upon
fan speed and aerodynamic blockage of the swirl vanes. It has
been observed that this is in the Reynolds number insensitive
range for this facility [9], in terms of nondimensional flow
characteristics further downstream.

The basic technique for the experiment discussed in this
paper involves the visualization of individual neutrally-
buoyant helium-filled soap bubbles. The bubbles which are
approximately 0.5 to 1 mm diameter are produced by a Sage
Action, Inc. generator-injector, which can be located at
various positions in the flowfield, Because of the substantial
size of the injector itself (1.5 cm in diameter and 6 cm long) it

is not inserted directly into regions of flow interest. Instead it
is either mounted upstream in the stilling chamber, or flush
mounted to the wall of the large diameter pipe of the test
section, to inject bubbles directly into the corner recirculation
zone. The bubbles are illuminated by a beam of light from a
high-power 35 mm slide projector which is located far
downstream of the test facility. Photographs of illuminated
bubbles are taken with various shutter speeds and camera
positions. At relatively long exposure times (such as 1/8 s) a
series of streaks are visible in the field of view corresponding
to pathlines of individual bubbles. A 35 mm single lens reflex
camera with a 45 mm lens was used. Tri-X Pan black and
white film with a normal ASA of 400 was used and developed
with a special process which pushed the ASA to 5000. In
relatively lower turbulence intensity portions of the flowfield,
mean-flow directions can be obtained by ensemble averaging
local tangents to pathlines traced out by soap bubbles. This
helps to define the gross features of the flowfield in terms of
the outline of recirculation regions.

Results and Discussion

Computer Code Operation. The predictions presented
here are computer simulations of the isothermal airflow in
axisymmetric combustor geometries. As noted earlier
diameter expansion ratio D/d is 2.0, inlet Reynolds number
Re,=1.26 x 10°, wall expansion angle o =90, 70, and 45 deg
and swirl vane angle ¢ varies from 0 to 70 deg. All results are
obtained via a nonuniform grid system which enhances
solution accuracy. In the r-direction 21 grid lines are em-
ployed, and they are clustered near the shear layer region and
along the wall and centerline. Cells in the x-direction are
gradually expanding, and from 23 to 35 grid lines are em-
ployed as required to produce the desired side-wall angle o.
Some grid independence tests have been undertaken with
refined mesh systems up to 35 X 55; the present values were
found to be adequate in terms of accuracy, and no discernable
changes to the mean flow patterns to be presented were found.
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Fig. 3 Predicted axial velocity profiles showing the effect of swirl
vane angle ¢ for wall expansion [0 — 0 — o Experiment {20] with ¢ = 0]
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Fig.4 Predicted swirl velocity profiles showing the effect of swirl vane
angle ¢ for wali expansion angles o:

Computer runs through a range of seven inlet swirl vane
angles ¢ equal to 0, 45, 55, 60, 65, 68, and 70 deg are un-
dertaken for each side-wall angle o. Approximately 200 to 300
iterations [each with 5 field updates for pressure, 4 for axial
velocity, and 3 for other primary variables] is needed to

converge at each swirl strength, with the solutions for each 0.00 1.00 2.00 3.00

value of ¢ being used as the initial starting values for the next (a) ¢ =0°

higher value of ¢ considered. The inlet profiles of axial

velocity u and swirl velocity w are idealized as flat (that is,

constant-valued). This is consistent with the assumption of a /D

one hundred percent efficient swirler, which is a little in- ¢

correct at the higher swirl angles. The in-coming nonswirling N,_”————‘

plug flow [u=u, and v=w=0] is turned through an angle ¢ - : ,

to generate the flat out-going flow [u=u,, w=u, tang and 0.00 ’-DU) f'UU 3.00
(b} ¢ = 45°

v=o0] with the additional assumption that radial velocity
remains zero.

Axial and swirl velocity profiles are presented for the two «
values and three ¢ values, clearly showing details of these
parameter influences. Then, streamline plots for each value of
¢, calculated and drawn by computer for each «, allow
comparison of the shape and size of recirculation zones.
Discussion is primarily aimed at guiding designers in
judiciously choosing where experimental emphasis should be
placed and/or in interpolating results from a limited amount
of experimental data, For comparison with other results, it
should be noted [6] that swirl number S and ¢ are related
approximately by S=2/3 tan ¢, so that vane angles 45, 60,
and 70 deg, for example, correspond to S values of 0.67, 1.15,
and 1.83, respectively.

Velocity Profiles. Predicted mean axial velocity profiles
for the =90 and 45 deg geometries are shown in Figs. 3(a)
and 3(b), respectively. The nonswirling case (¢=0) exhibits
good qualitative agreement with measurements of Chaturvedi
[20] in a geometrically similar facility. The influence of ¢ is
most dramatic near the combustor inlet, where the ¢=0
profile in Fig. 3(a) shows a large corner recirculation region,
provoked by the sudden increase in flow area. A very large
value of du/dr occurs near the inlet, which is indicative of
high turbulence energy generation in a strong shear layer.
Further, the nonswirling centerline velocity exhibits little
change in the streamwise direction. With ¢ =45 deg the mean
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%ﬁ@
0.00 1’ 0o 2\ 0o 3
(c) ¢ =70°

Axial Position x/D

Fig. 5 Predicted streamline plots with wall expansion angle « = 90
deg and various swirl vane angles ¢: (a) 0 deg, (b) 45 deg, and (¢) 70 deg

oo

axial velocity profile is dramatically changed. Near the inlet a
central toroidal recirculation zone appears and the corner
recirculation zone is considerably smaller. Also, a maximum
velocity value occurs in an annular fashion near r/D=0.25,
although a more flattened shape quickly develops before
x/D=1.0. It should also be noted that the boundary layer on
the outer sidewall is too thin to be seen on the figures. The
strong swirl case of ¢ =70 deg shows a much wider central
recirculation region at x/D=0.3, which is caused by strong
centrifugal effects. This promotes a very high forward
velocity near the wall rather than a corner recirculation
region. This tendency has been qualitatively observed by
combustor designers at high degrees of swirl, but little
quantitative data are yet available to precisely substantiate
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Fig. 6 Predicted streamline plots with wall expansion angle « = 45
deg and various swirl vane angles ¢: (a) 0 deg, (b) 45 deg, and (c) 70 deg

this phenomenon. The radial extent of the central recir-
culation zone and the velocity near the wall quickly diminish
downstream as swirl strength is dissipated.

The effect of side-wall angle o is only noticeable on the
more strongly swirling flow cases and then only near to the
inlet. Figure 3(b) with o =45 deg shows little effect of o on the
nonswirling flow, but dramatic effects on the ¢ =45 and 70
deg flows. In the former case, no corner recirculation zone is
present. In the latter case, the reduction of side-wall angle has
greatly reduced the velocity near the confining walls and made
the central recirculation zone narrower with higher reverse
velocities. It should be noted, however, that only a slight
effect of « (for the range considered here) remains beyond
x/D values of about 1.0.

Figures 4(a) and 4(b) show swirl velocity profiles for the
corresponding geometries with vane angles of 45, 60, and 70
deg. All of these profiles show solid-body-rotation behavior
near the centerline, even near the inlet where a flat profile is a
specified inlet condition. The radial location of the station
maximum for w tends to increase with x/D in Fig. 4(a). Also
irregularities of the profiles at x/D=0.32 disappear with
increasing x. Hence, swirl as well as axial velocity profiles
appear to approach those corresponding to swirling flow in a
pipe [22] as x increases.

Comparing Fig. 4(b) with 4(a), it is the weaker swirl cases
which show the most appreciable effect of o at x/D=0.32,
and again this diminishes with increasing x. Profiles near the
inlet are a little flatter in the outer part of the flow, with
narrower solid-body-rotation regions near the axis. The
profiles at x/D = 1.68 exhibit similarity for each geometry and
if normalized with respect to their inlet swirl velocity
maximum values, the curves will collapse on to a single
characteristic curve.

Streamline Plots. Figure 5 shows results calculated and
plotted by computer to show the combustor designer the
sequence of predicted streamline patterns he should expect
upon increasing the vane angle for the o=90 deg combustor.
In particular, the size and shape of recirculation bubbles are
emphasized. The nonswirling case shown in Fig. 5(a) exhibits
a large corner recirculation region as indicated also in Fig.

3(a). As swirl is introduced, a central recirculation region .

appears in conjunction with a decrease in size of the corner
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Fig.7 (a)¢ = Odeg

Fig.7 (b)¢ = 45deg

Fig.7 (c)¢ = 70deg

Fig. 7 Flow visualization of pathlines produced by helium-filled soap
bubbles with wall expansion angle « = 80 deg for various vane swirl
angles ¢:

recirculation region, as seen in the 45 deg swirl angle case.
Further increases in swirl vane angle result in continued
enlargement of the center zone. Similarly, the corner recir-
culation zone is gradually reduced in axial extent until it
disappears by ¢ =70 deg [see Part (c) of the figure].

The same series of streamline patterns is displayed in Fig. 6
for the 45 deg expansion geometry. The same trend is found
as the vane angle is increased, except that in this case the
center recirculation zone is generally slightly smaller in both
directions. The corner zone is similar in size for nonswirling
conditions, but vanishes as swirl strength is “increased.
Compare, for example, the corresponding Part (b) of Figs. 5
and 6. The combustor designer may obtain further insight by
observing a similar series of streamline plots predicted by
Novick et al. [23] for an isothermal dump combustor
flowfield with the following differences: a 90 deg expansion,
an inlet hub, and a constricted exit.

Flow Visualization. An indication of the validity of the
computations can be obtained by comparing predicted mean
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Fig.8(a) ¢ = Odeg

Fig.8(c) ¢ = 70deg

Fig. 8 Flow visualization of pathlines produced by helium-filled soap
bubbles with wall expansion angle « = 45 deg for various vane swirl
angles ¢: (a) 0 deg, (b) 45 deg, and (c) 70 deg

streamline patterns with the pathlines traced out by the soap
bubbles in the flow visualization experiments. Generally, a
relatively long exposure time of 1/8 s is used so as to identify
pathlines, and infer streamlines therefrom. A sample flow
visualization photograph is presented in Fig. 7(q)
corresponding to the zero swirl, 90 deg expansion angle
flowfield. The photograph, with the flow from left to right,
clearly shows a great number of individual pathlines.
Photographs of this type can be used to distinguish regions of
highly turbulent flow from smoother regions (for example
near the centerline of the flowfield) which have smoother,
straighter pathlines. In addition, the outline of the corner
recirculation region can be estimated from Fig. 7(a) (and
numerous additional photographs taken at the identical run
condition). For this geometry the mean stagnation point
defining the end of the recirculation zone appears to be at
about 2 chamber diameters (8 step heights) downstream of the
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sudden enlargement. Examination of Fig. 5(a) shows that this
is in quite good agreement with the numerical prediction.

A photograph with ¢ =45 deg is shown in Fig. 7(b), where a
precessing vortex core, PVC, is clearly seen extending from
x/D=1.25 to the exit, although its upstream starting location
fluctuates from about x/D=1.0 to 1.5. The PVC is a well-
known phenomenon in strongly swirling confined flows,
consisting of a central core in the flowfield which exhibits a
three-dimensional time-dependent instability. Oscillation is at
low frequency [4-6]. A corner recirculation zone is faintly
visible in Fig. 7(b), and it seems to extend to about x/D=0.4.
At stronger swirl ¢ =70 deg, the PVC is even thicker and
extends further upstream, merging discretely with the central
recirculation zone, see Part (c) of Fig. 7. There is now little
evidence of a corner recirculation region. All these effects are
in general agreement with the predictions of Figs. 3 and 5.

Figure 8 displays a sequence of photographs corresponding
to those of Fig. 7, only now the side-wall angle or=45 deg.
Comparing Parts (a) of the two figures reveals no significant
changes, as found in earlier experiments {20}, and in the
present predictions, there being little predicted effect of the
side-wall angle in the range o=90 to 45 deg on the non-
swirling flowfield. The intermediate vane angle case of ¢ =45
deg is visualized in Fig. 8(b), and careful study of this and
other photographs is quite revealing. A large concentration of
bubbles is seen centered at about x/D=1.5, probably
corresponding to the location of the time-mean rear
stagnation point of the central recirculation zone. The PVC
extends from here to the exit. Comparison with Part (b) of
Fig. 7 reveals that at ¢ =45 deg the relatively short corner
recirculation zone seen with the o=90 deg geometry does not
appear with the a=45 deg geometry. This is in conformity
with the predictions given in Part (b) of Figs. 5 and 6. The
¢=70 deg flow shown in Fig. 8(c¢) illustrates no corner
recirculation zone as well, with the vortex core being wider
and extending even further upstream, again merging almost
imperceptibly with the central recirculation zone, as in Fig.
7(c).

The flow visualization photographs in general provide an
encouraging base of data for comparison with the com-
putations. Further experimental work is in progress at
Oklahoma State University including five-hole pitot probe
measurements [24] and single- and multi-wire hot-wire
measurements. In all flowfields represented here, the
calculation does a reasonable job of predicting the general
flow patterns but it is expected that inaccuracies in detail will
occur, as has been encountered by others in predicting
recirculation zones with the standard k-¢ turbulence model,
especially under swirl flow conditions [11, 12]. There are a
number of possible reasons for this, but the most likely one is
that a turbulence model whose basis and parameters are
adequate for simple flow situations is not adequate to handle
the more complicated swirling recirculation flow situation.

Closure

Fundamental theoretical studies are being undertaken on
swirling axisymmetric recirculating flows, under low speed
and nonreacting conditions. Many factors affect the
existence, size and shape of the corner recirculation zone and
central toroidal recirculation zone. A major outcome of the
current work is the ability to characterize and predict more
realistically than previously the existence, size and shape of
the corner and central recirculation zones as a function of the
angle of the sloping wall, the degree of swirl imparted to the
incoming flow, and other swirler and geometric parameters.
Computations are made with a suitable computer code which
includes several refinements to improve accuracy and
economy. A few parameter variations were investigated
computationally in order to make combustor design in-
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formation available in a directly usable form. Comparison
with flow visualization studies reveals that gross features of
the flowfield are predicted quite well. A problem in swirling

flows is the accuracy with which the details may be predicted. .

This may be partially attributed to the quality of the tur-
bulence model. Further research should emphasize turbulence
model development for swirling recirculating flows.
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Flow Aerodynamics Modeling of
A-K-Guta % an MHD Swirl Combustor:
-W-Beer § Calculations and Experimental
s.F.us § Verification

Massachusetts Institute of Technology, This paper describes a computer code for calculating the flow dynamics of constant
Camoridge, Mass. density flow in the second stage trumpet shaped nozzle section of a two stage MHD

swirl combustor for application to a disk generator. The primitive pressure-velocity

A. A. Busnaina variable, finite difference computer code has been developed to allow the com-

putation of inert nonreacting turbulent swirling flows in an axisymmetric MHD
model swirl combustor. The method and program involve a staggered grid system
D. G. Li"ey JSor axial and radial velocities, and a line relaxation technique for efficient solution
of the equations. Turbulence simulation is by way of a two-equation k-« model. The
o code produces as output the flowfield map of the nondimensional stream function,
Oklahoma State University, axial, and swirl velocity. Good argeement was obtained between the theoretical
Stillwater, Okla. predictions and the qualitative experimental results. The best seed injector location
for uniform seed distribution at combustor exit is with injector located centrally on
the combustor axis at entrance to the second stage combustor.

1 Introduction

Most coal fired combustors employ a cyclonic design. In  second stage combustor and turns 90 deg into the disk
this system a mixture of coal and a small amount of com- generator along a trumpet shaped exit nozzle,
bustion air is introduced into a cylindrical combustion In a previous paper by Gupta, et al. [4] results were
chamber, either axially or tangentially through several ports, presented for one swirl number (S=1.85) of the flowfield
while the rest of the combustion air is preheated to a high calculations and their experimental verification. In this paper
temperature (1200 - 1500K) and then introduced at high further theoretical calculations and experimental verifications
velocities through an array of tangential inlets. Alternatively,
preheated air can be replaced by oxygen. The slag is removed
in liquid form at one end of the cyclone combustor. Two stage
combustor geometry is more favorable than the single stage
slagging combustors due to the simplicity of slag removal and
to prevent substantial vaporization of the alkali metals
present in coal. In a two stage MHD combustor arrangement,
the seed is introduced into the second stage and therefore
relatively little or no seed is lost during the liquid slag removal
process from the first stage.

The two stage model combustor utilized here is a multi-
annular swirl burner which is placed at the exit of the first
stage tangential-axial type swirl combustor, Fig. 1. The multi-
annular design permits the variation of radial distribution of
swirl velocity in the combustor which in turn can be used to
vary the turbulent shear between the individual swirling - &3 EACH ANNULUS
concentric annuli {1-3]. This design permits ultra high swirl in L Vit “§ FIRST-STAGE SM12L CSSDSTOR
the second stage with swirl vanes, if any, to be placed outside EakH MmIULUS 2L
the very high temperature regions of the combustor in the
oxygen or clean preheated air. The gas burns completely in the

SECOND-STAGE
EXPANSION NOZZLE SECTION

O
VABSEATIAL IMLETS { FinsT-svAse TameENTIAL THPLOM ()

Contributed by the Fluids Engineering Division for publication in the FIRST-8TAGE ANIAL
JournaL oF Fruips ENGINEERING. Manuscript received by the Fluidss Fig. 1 Schematic diagram of the higher swirl, two stage, MHD water
Engineering Division, September 2, 1981. model test facility
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are made at different swirl numbers, flow rates, and flow
distribution of the fluid dynamics in the second stage nozzle
section of the model swirl combustor. Special emphasis is
given on the avoidance of the boundary layer separation as
the flow turns into the MHD disk generator with change in
input swirl number and distribution, flow rates, and
distribution into the combustor. For a separated flow a hot
spot is formed at the point of separation, with consequent
damage to the wall material from the hot combustion gases
which enter the diffuser at a temperature of the order of 2500
- 3000K. The performance of MHD generators can be
seriously influenced by inhomogenous distribution of such
properties created by incomplete mixing of seed material with
the plasma, heat loss from the combustor gas regions, wakes
of cooled surfaces immersed in fluid or due to the presence of
cooler boundary layer over the walls of the MHD generators.
Another objective is to find the suitable seed injection point
into the combustor exit at the disk generator. These are
carried out both qualitatively and quantitatively using dye and
salt tracer techniques respectively.

In the nozzle section flow separation is prevented by the use
of an aerodynamically designed shape nozzle and also by the
use of strongly swirling jet in place of the plug flow. The
large-scale effects on the flowfield are characterized by the
swirl number, S, defined as [5].

G
S=—*
G.R

where G, and G, are the axial flux of angular momentum and
linear momentum respectively. These can be written as:

R
Gy= SO (wr) pu2wrdr= constant
R R
G,= So upuwrdr+ So Dp2xrdr = constant

where u, w, and p are the axial velocity, tangential velocity,
and static gauge pressure, respectively.

The effect of combustion upon swirl flow is to reduce the
swirl number according to [6]:

S ~S TinlelK
combustion ~ “isothermal K
Toullel
Poutlet
= Sisolhermal X
Pinlet

where 7 and p are the average temperature and density,
respectively, over the cross-section.

Strongly swirling jets (with $>0.6) possess sufficient radial
and axial pressure gradient to cause a central torroidal
recirculation zone, which is not observed at low degrees of
swirl [5, 6]. This paper is concerned with the simulation and
solution of these strongly, nonreacting swirl flows en-
countered in the MHD combustors utilizing swirl. The
solution procedure can also be adapted to other types of swirl
combustors with some minor modification in the code. The
data enables a determination to be made of the effect of
variation in input swirl number, flow rates and distribution
upon the flow pattern, mixing and residence time distribution
in the second stage nozzle section of the MHD swirl com-
bustor. The predictions from the code are compared with the
qualitative experimental data of water model study for code
evaluation. )

2 The Mathem:itical Problem

The prediction procedure starts from equations
representing conservation of mass, momentum, turbulent
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kinetic energy and its dissipation rate. They are represented in
the general form for axisymmetric flow via [6-12]

1 d a d 7 a¢
- [a(ﬁur@*‘E(PW(ﬁ)—B}(rFqs g)

2 )]

where ¢ represents any of the dependent variables u, v, w, k,
and e. These equations are the Reynolds equations for
axisymmetric flow written in divergence form. The standard
two-equation k-e turbulence model [11] is employed, whereby
the exchange coefficients I, may be specified in each equation
by way of

2
W c.ok /¢,

I‘d’ =
This implies the use of simple isotropic Stokesian stress sensor
although there is some evidence of the need for nonisotropy in
certain swirling flow situations [6]. The present model has
been used in a wide variety of turbulent flow situations and
good predictive capability has been achieved [8]. The
equations differ primarily in their final source terms S, as
given in reference [12]. The corresponding finite difference
equations are solved via an advanced version of the TEACH
computer code [10], using a semi-implicit line-by-line method
for values at points of a variable size rectangular grid, with
variable under-relaxation.

Figure 2 shows an example of grid specification for the
particular 2-D axisymmetric MHD geometry under con-
sideration. The flowfield is covered with a nonuniform
rectangular grid system; typically the boundary of the
solution domain falls halfway between its immediate nearby
parallel gridlines; and clearly specification of the x and r
coordinates of the gridlines, together with information
concerned with the position of the upper and curved boun-
dary, is sufficient to determine the flowfield of interest. The
curved boundary is simulated by means of a stairstep ap-
proach with sloping boundary segments where appropriate.
The optional centerbody is not used in the present study and is
discussed in another paper by Gupta et al. [13].

The present prediction procedure uses the primitive
pressure-velocity variables [10] in contrast to earlier studies
which use the stream function and vorticity approach [9]. The
philosophy and general advantages of the present approach
are discussed elsewhere [10]. A complete description of the
finally developed computer program [with a full description
of the equations, source terms, constants occurring and
techniques for handling turbulent swirling flow near curved
boundaries] is available [12]. Estimates for mean velocities at
the inlet are employed as boundary conditions, while the inlet
values for k and e are presumed in the standard manner [11].
Further, previous swirling flow measurements are in-
corporated as wall functions to avoid the expense of com-
puting within the boundary layer. Zero velocities on all walls
are assumed, with symmetry conditions for most variables
along the centerline, except swirl velocity which is given a
definite zero value,

[.L/U¢.

3 Experimental Water Model Facility

The experimental water model test facility, shown in Fig. 1,
consists of an octagonal water tank having first-stage model
swirl combustor placed outside the tank and second-stage
multi-annular model swirl combustor inside. The first stage is
a tangential-axial entry type of swirl generator with the swirl
number imparted to the flow of approximately 1.85. The
second stage is of the disk type having three annuli with in-
dependent inflows through each. Aerodynamically designed
swirl vanes located in each annulus at the upstream end can be

Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



OUTLET
C1int
CLRVED SITEHALL
\‘\,
TYPICAL POINT P(1, ) .
YITH N,S.E AL W =
IEIGBORS — =
=]
l‘"\‘/ Vi
1
t WP LE
T
|
D +
S
— I
INET ;f
B
. 1
2 T T — -1t . [ o
NIE] amerduh
I=1 2 7 “ AXIS CF SYIPETRY H

Fig.2 Grid structure employed in the code (20 x 21)

independently adjusted to achieve the desired swirl number in
an annulus. The first stage is located centrally inside the disk
of the second stage and then this assembly is bolted under the
bottom plate of the tank, with only a small portion protruding
through, Fig. 1. The second stage trumpet shaped nozzle
section is then clamped onto this projecting portion of the
combustor assembly. Thus the second stage nozzle section is
located inside the tank. A top flat disk is attached to the
second stage model combustor by means of four spacers-
holding bars. Water is circulated through the model by a
water pump.

4 Flowfield Calculations
Verification

and Experimental

General trendwise predictions are made in order to
demonstrate the capability of the code in simulating strongly
swirling recirculating flows, in the trumpet shaped nozzle
section of the second stage model swirl combustor. The main
emphasis is on the application of the code to MHD swirl
combustors to assist in combustor design and development.
The predictive capability of the code is now demonstrated for
the corresponding flowfield. Appropriate boundary con-
ditions simulating the various flow strengths (swirl number,
flow rates, and flow distribution) in the first stage and three
annuli of the second stage are taken exactly to conform with
the experiments. Discussion is primarily aimed at guiding
designers in judicially deciding where experimental emphasis
should be placed and/or in interpolating results from a
limited amout of experimental data. Computations are
portrayed which deal with the verification of the analysis by
comparison with the qualitative experimental data (using flow
visualization technique) for a problem of coaxial multi-
annular swirl flow into a confined trumpet shaped
enlargement.

Computations were performed for isothermal case with
varying swirl vane angle and input flow velocity distribution.
For comparison purposes, it is worth noting that vane angle ¢
and swirl number S are related approximately by S=2/3 tan ¢
so that the angle of 0, 45, 60, 70, and 76 deg correspond to
swirl numbers of 0, 0.66, 1.15, 1.83, 2.67, respectively.
Results presented here are with flat head input velocity of 15
m/s at entrance to the model combustor; calculations per-
formed at S=1.83 with - nonuniform input velocity

distribution (e.g., with flow velocity reduced to 1 m/s in .

outermost annulus of second stage) showed little change in
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Fig.4 Calculated streamlines with § =0.66 (¢ =45 deg)andu=15m/s

flow pattern as compared to the case with flat head input
velocity.

Figure 2 shows the schematic diagram of the grid system (20
X 21) used having an expansion ratio of 0.85 in x-direction.
For zero degree of swirl approximately 200 iterations were
used to obtain convergence. As the degree of swirl or vane
angle was successively increased the value at the previous
swirl number was taken as the starting point and ap-
proximately 200 further iterations were performed to obtain
convergence. General predictions are now given for the effect
of swirl number upon flowfield in the model combustor,
Figure 3 shows the calculated streamlines produced with input
flow velocity of 15 m/s and zero swirl. The results are plotted
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in the form of the nondimensional stream function (¥/¥,),
where

R dr2
V= So ourdr, ¥, = So ourdr

and d is the inlet diameter of the second stage nozzle section.
As expected the maximum velocity is through the center of
the model with rapid decay in axial velocity e.g., at half the
distance downstream in the nozzle section the axial velocity is
reduced to about 5 to 6 m/s. As the degree of swirl was in-
creased to 0.66 a central recirculation zone was established
within the flow having an upstream stagnation point located
at approximately half the distance downstream in the second
stage nozzle section, Fig. 4. The length of the recirculation
zone extended right down to the downstream flat plate and the
streamlines hit the downstream plate at r/d=0.7. The
existence of a central recirculation zone with moderate degree
of swirl to the flow is in agreement with the available ex-
perimental evidence [6]. Some evidence of the flow separation
from the side wall of the model combustor could be seen. A
further increase in swirl number to 1.15 resulted in fatter size
of the recirculation zone, Fig. 5. The upstream stagnation
point shifted right at inlet to the second stage. The shift in
streamlines to the side wall is as expected and is associated
with higher velocities due to increased centrifugal forces.
Again the streamlines hit the downstream plate at ap-
proximately r/d=0.7. The increase in the degree of swirl
assisted the flow to remain better attached to the side wall all
along the second stage nozzle section. As the swirl number
was further increased to 1.83 and 2.67 the general flowfield
trend was the same as that calculated for S=1.15 except for
the increase in the size of the central recirculation zone having
larger recirculation velocities and mass flow rates, Figs. 6 and
7. Increase in the degree of swirl to the flow crushed the
streamlines even more to the side wall to yield higher velocities
and the location of the stagnation points remained ap-
proximately the same. For a swirl number of 2.67 maximum
axial velocity was obtained near to the side wall ap-
proximately half way downstream of the nozzle. The results
calculated with the code at swirl numbers beyond 1.15 with
various flow rates and flow distribution revealed no evidence
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Fig.7 Calculated streamlines with S =2.67 (¢ =76 deg) and u=15m/s

of the flow separation from the side wall of the model
combustor.

A comparison of the calculations at various swirl numbers
revealed that bigger size of the central recirculation zone and
large velocity gradient are obtained at high swirl numbers,
and that for the same swirl number velocity gradients are
larger with flow through all inlets than those obtained with
partial blocking of the inlets.

Experimental results were obtained with many different
input swirl numbers, flow rates and distribution into the first
and second stage model swirl combustor. The experimental
observations of the flow pattern are compared with the
calculated results from the code. Provision was made to take
photographs of the flow in the axial plane or in the radial

Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution

Fig. 8 Flow pattern obtained with flow through all inlets in the first
and second stage at swirl number of 1.83

plane using a mirror placed at 45 deg angle to the flow. In this
paper only the photographs obtained in the axial plane are
reported.

Flowfield photographs in the second stage nozzle section of
the MHD model swirl combustor were taken by slit light beam
technique in the longitudinal plane. In the slit beam
technique, polystyrene beads of approximately 1 mm
diameter are added to the flow and any cross-section of the
flow is visualized by illuminating it with a thin high intensity
slit light beam against a dark background.

Figure 8 shows the longitudinal section of the flowfield in
the second stage nozzle section of the model combustor with
flows through both the first stage (axial and tangential) and
the three annuli of the second stage at a swirl number of 1.83.
Water flow rates through all the inlets were 96 gpm except for
the axial inlet in the first stage —which was 10 gpm. No
separation of the flow from the walls of the model could be
observed except for the last 2 in. The size of the recirculation
zone formed was found to be approximately 60 percent of the
inlet diameter, having an upstream stagnation point located at
the nozzle inlet throat section. A vortex located near the
downstream plate just before the exit was also observed which
shed alternatively from the two sides. It is well known that
flows with strong swirl exhibits a three-dimensional time
dependent instability called the precessing vortex core (PVC).
The rotational frequency of the PVC increases with Reynolds
number [6, 14]. The gradient of this increase increases with
swirl number [6]. Our flow visualization studies results
carried out with the water model at various swirl numbers is in
agreement with that reported in references [6 and 8]. The PVC
are useful for mixing of the reactants in the swirl flows but
can cause low frequency high amptlitude oscillations {6, 14].

Without any axial flow to the first stage combustor, low
frequency oscillations in the flow of approximately 1.5 Hz
were observed. These oscillations were of very distinct nature
and the flow moved gradually downstream in phase with the
oscillatory frequency. The effect of axial flow through the
first stage was to decrease both the size of the internal
recirculation zone and the magnitude of reverse flow velocity.
Vortex shedding occurred from the boundary layer and the
flow separation from the nozzle wall was found to be ap-
proximately one inch before the downstream exit. The PVC
was again found to be present. For the scaling of swirl
combustors, operating under high swirl number conditions
(>0.6), the PVC frequency can be estimated as follows:

d d
Reynolds No. (Re) = ua ;  Strouhal No. (St) = f;
Vv

therefore ‘
Jd _ Rer
St d
or ReSty
==
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Fig. 9 Flow pattern obtained with flow through all inlets in the first
and second stage at swirl number of 1.5

."!e

Fig. 10 Flow pattern obtained with flow through tangential inlet in the
first stage and central and inner annuli in the second stage at a swirl
number of 1,83

Figure 9 shows the flow pattern produced with flows
through all inlets in the first and second stages but with the
swirl number decreased to 1.5 in the second stage. Two small
size recirculation zones were observed, one lying on the
central axis just downstream of the inlet section of the second
stage nozzle and the other one lying adjacent to the top
downstream plate. The flow oscillated at low frequency and
the PVC observed in the previous cases was also found to be
present. As expected the flow separation from the nozzle walls
increased with decrease in swirl number, in agreement with
the theoretical predictions.

Figure 10 shows the flow pattern obtained with flows
through tangential inlet in the first stage and inner and central
annuli of the second stage at a swirl number of 1.83. For this
case two recirculation zones could be clearly observed. Flow
separation from the nozzle wall was found to occur at ap-
proximately 2 inches before the exit.

A comparison of the qualitative water mode] experimental
results with the model predictions reveal that the flow remains
essentially attached to the nozzle wall all along its surface only
at high degrees of swirl. In the experimental model combustor
the dramatic increase in the curvature of the nozzle wall near
the exit tend to cause the flow to break away from the wall.
However this was not found in the computer predictions. This
disagreement between calculations and experimental results
for the last two inches of the nozzle section could partially be
due to the use of turbulence model which is established for
relatively simple flows and is applied here for a very complex
flow situation.

The present experimental water model study, however,
reveals that in order to obtain no flow separation from the
nozzle walls and controlled size of the recirculation zone
within the nozzle an aerodynamically designed trumpet-
shaped nozzle, in place of the top flat plate, placed inside the
second stage nozzle of the model combustor should be used.
Results obtained with such a second stage nozzle geometry are
given elsewhere [13].

4.1 The Injection Study. The dye injection experiments
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Fig. 11(a) Dissipation of colored dye injected centrally at entrance to
the second stage with flow through tangential and axial inlets in the
first stage and all inlets in the second stage at $ =1.83

Fig. 11(b) Dissipation of colored dye injected centrally at entrance to
the second stage with flow through tangential inlet in the first stage
and all inlets in the second stage at $ = 1.83

were conducted to obtain qualitative results of the mixing
occurring within the second stage nozzle section. In these
experiments concentrated red dye solution was injected at the
entrance to the second stage combustor. A pump was used for
dye injection and the injection rate was controlled to match
the injection velocity with the actual flow velocity. Various
radial locations were tried and it was observed that the best
mixing occurred with central injection of the dye. Once the
best injection location was determined the flow parameters
were varied to determine their effect on mixing. During the
test the first stage of the combustor had a swirl number of
approximately 1.83 while that in the second stage was either
1.83 or 1.50. The best mixing was observed for the case of
water flow through all the inlets of the first and second stage,
Fig. 11(g). The results showed rapid mixing of the dye with
water within a distance of approximately 1/2 the length of the
nozzle and the dye concentration was very uniform at the
nozzle exit. Another flow geometry which gave good mixing
was with flow entering through the tangential inlets of the
first stage and the two annuli (inner and center) of the second
stage. The worst mixing occurred for the case of water flow
through the tangential inlets of the first stage and the three
annuli of the second stage swirl combustor, Fig. 11(d). For
this case no mixing of the dye was found and the dye remained
in the form of a jet until the downstream end of the nozzle
section. The only mixing that occurred was when the dye jet
impinged on the downstream plate. Mixing of the dye with the
surrounding fluid increased with increases in swirl number.

4.2 Salt Tracer Study. These experiments were conducted
to obtain some quantitative information upon mixing oc-
curring within the nozzle section. In these experiments a salt
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Fig.12 Salt traces concentration decay as a function of time

solution of known concentration was injected into the fluid
and its concentration measured at various locations down-
stream in the measurement volume. A conductivity probe was
employed for obtaining the tracer salt concentration. The
conductivity probe essentially measures the conductivity of
the solution and yields a measure of the salt concentration.
The probe was inserted from the top of the model and could
traverse both vertically and horizontally. Ideally the water
should not be recirculated during the experiment to prevent
the buildup of the salt concentration. However, in the present
system, a compensating circuit (zero offset) was employed to
correct for the variation in the background salt concentration.

The conductivity probe consisted of two platinum wire
electrodes (approximately 0.75 inches long). The oxide
coating was applied by a platinizing kit using platinum
chloride solution. Before platinizing the electrodes were
thoroughly cleaned by a cleaning solution. The platinizing is
done to prevent the atmospheric oxidation of the electrode, as
the conductivity measurement depends greatly upon the
physical condition of the electrode. A small change in the
amount of oxidation of the electrodes will appreciably affect
the measured conductivity. It is recommended to recalibrate
the probe periodically and to store it in distilled water to
prevent any degradation of the oxide coating. The electrodes
should be periodically replatinized.

During the experiment the salt solution was injected
continuously till such time that a steady state concentration
was registered by the probe. This value was used as the
measured concentration at the point under consideration. The
time required for the salt tracer to reach the probe was also
measured from the oscilloscope.

Figure 12 shows the graph of InC/C,, versus ¢/t, where Cis
the measured salt concentration, C, is the injected salt
concentration, ¢ is the time that a particle should take to cover
the distance from the point of injection to the point of
measurement, based on the mean flow velocity (assuming a
plug flow). Uncertainty estimates on ordinate and abscissa in
Fig. 12 were estimated to be about 5 percent. The figure shows
that in a multi-annular swirl combustor one can change the
reactor configuration (i.e., plug flow or perfectly stirred) by
changes in input swirl numbers, flow rates and flow
distribution. The residence time distribution found here may
be obtained by combinations of plug flow and perfectly
stirred reactors in either order [15]. However, the ideal
residence time distribution is obtained by the combination of
two types of reactors in such a way that the perfectly stirred
part is followed by the plug flow in series. This combination
of two combustor types enables the highest volumetric rates
of combustion to be obtained for a given combustion ef-
ficiency.

5 Conclusions

Development of a primitive pressure-velocity variable,
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finite difference technique has been discussed, together with
its application to strongly swirling and chemically inert
recirculating flow in MHD model swirl combustor. The
analysis and computer program involve a staggered grid
system for axial and radial velocities, a line relaxation
technique for the efficient solution of the equations, and a
two-equation «— e turbulence model. The code calculates the
flow dynamics of constant density flow in the second stage
trumpet shaped nozzle section of a two stage MHD swirl
combustor and shows the effects of swirl number, flow rates
and flow distribution into the model combustor in the form of
nondimensional stream function and other details throughout
the flowfield. Predictions of this type, which are trendwise
indicative, allow some design concepts to be investigated more
economically and faster than by the exclusive use of ex-
perimental means. Further development and application of
full flowfield calculations will provide a valuable sup-
plementary technique for designers of practical combustion
equipment,

A water model flow visualization technique was used to
study the flowfield within and any flow separation from the
walls of the trumpet shaped divergent nozzle. Flow separation
was usually found to occur within the last two inches of the
nozzle section before the exit for all the flow rates and flow
distribution and swirl number distribution tested. General
agreement between the theoretical predictions and the ex-
perimental data is encouraging. The calculated results
revealed no flow separation at high swirl numbers, flow rates
and flow distribution into the model combustor and that the
size of the internal recirculation zone increases with increase
in swirl number. In order to obtain no flow separation and
controlled internal recirculation within the second stage at all
swirl numbers, the use of an aerodynamically designed
trumpet shaped nozzle in place of the top flat plate, placed
within the second stage combustor is recommended. Best
location for the seed injection into the MHD combustor, in
order to obtain uniform mixing at the exit before entry into
the channel, was found to be that located centrally at the inlet
to the second stage and with flow through all inlets of both the
first and second stages. Salt tracer concentration
measurements revealed that in a multi-annular swirl com-
bustor one can change the reactor configuration (i.e., plug
flow and perfectly stirred) by changes in input swirl numbers
and flow rates and flow distribution.
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DISCUSSION

F. Boysan' and J. Swithenbank!

This paper contributes to the growing applications of
fundamentally based mathematical models to complex
engineering flows, not only to facilitate the arduous initial
stages of design but also to analyze the performance of
existing equipment without resorting to full scale experiments.
The reliability of these models, however, is largely governed
by the performance of the particular turbulence hypothesis
employed and our discussion is directed at the choice of a
suitable turbulence closure for strongly swirling flows.

Although the widely used «-e model of turbulence has been
proven to be adequate in a variety of flows, it has been our
experience that it performs poorly in confined vortex flows.
This is illustrated dramatically in Figs. 1 and 2 which display

Fig. 1 Predicted and experimental tangential velocity profiles in the
vortex tube—ASM, --- k-« model A experimental [1]
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Fig. 2 Predicted and experimental axial velocity profiles in the vortex
tube. For legend see Fig. 1.

the predicted and measured [1] tangential axial velocity
profiles in a vortex tube. It is clear in this case that while «-¢
model is inadequate to reproduce even the qualitative features
of the flow, an algebraic stress closure similar to that of
Gibson and Launder [2] can lead to quite satisfactory
quantitative agreement.

It is difficult to come to any firm conclusions with respect
to the applicability of these considerations in the paper since
the water model experiments which are reported only yield
qualitative results. Nevertheless, we would recommend ex-

392/ Vol. 104, SEPTEMBER 1982

treme caution in the use of the x-¢ model in highly swirling
flows [3].
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Authors’ Closure

Our paper uses the popular k- turbulence model and shows
qualitative predictions and trends which are discussed in the
light of the experimental aspects of the study. We are well
aware of recent developments on differential and algebraic
stress turbulence models in swirling flows, and eagerly await
general recommendations from researchers in this field.
Algebraic stress models are proving to be very successful and
the work of Boysan and Swithenbank on strongly swirling
flow in vortex tubes is commendable. However, these models,
and others for three-dimensional transient precessing vortex
cores and coherent structure development, are not yet ready
for use in application-oriented studies. In addition, such
approaches will appreciably increase the computer code
complexity and time requirements.
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A Study of Shock Waves in Three-
Dimensional Transonic Flow

Although a number of inviscid numerical methods have been developed for the
calculation of three-dimensional transonic flow in turbomachinery blade passages it
is often difficult to compare the results of these calculations directly with ex-
periment. For instance in real machines the overall flow is very complex and it is
usually impossible to model the full geometry of the machine, thus it is difficult to
trace the sources of the discrepancies which inevitably arise between the measured
and calculated results. Even in simpler test cases the experimental results are often
strongly affected by viscous effects and flow separations. This paper presents the
results of an experimental investigation which generates three-dimensional tran-
sonic flow with shock waves using relatively simple geometries and where the in-
JSluence of viscous effects has been reduced as far as possible. Comparisons with the
output of various calculation methods show that even with these simple geometries
it is essential to use fully three-dimensional methods to predict the flow develop-
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1 Introduction

A number of numerical methods are now available for the
calculation of the flow field in transonic blade-to-blade
passages (for example [1] and [2]). However, most of these
methods tend to smear the pressure rise through shocks,
particularly away from the blade surface. As a result it is
often difficult to compare the accuracy of the various
methods, especially in cases where the position and strength
of the shock is important. Furthermore the complexity of the
three-dimensional flow in real turbomachines (see, for
example [3] and [4]) makes it difficult to isolate the causes of
the discrepancies which inevitably arise between measured
results and calculations.

In order to overcome some of these problems it was decided
to study the position and strength of three-dimensional shocks
in relatively simple experimental situations and to use the
measured results as test cases for the predictions of numerical
methods. In this way it was hoped that the causes of any
shortcomings in the numerical methods would be more readily
understood.

In developing the test cases the aim was to produce a fully
three-dimensional transonic flow field with a single embedded
shock, and to do so with an experimental arrangement of
simple geometry which nevertheless modelled some features
of the turbomachine environment. Since most of the
numerical methods currently available are limited to inviscid
flow fields it is important to control the influence of viscous
effects in the experiments. In particular, it is important that
the blade boundary layers are fully turbulent so as to
minimize the effect of shock-boundary layer interactions on
the character of the flow field [5] and that gross blade

"Now at Central Electricity Generating Board, Marchwood Engineering
Laboratory, Marchwood, Southampton, SO4 4ZB.

Contributed by the Fluids Engineering Division for publication in the
JourNAL oF Frumps ENGINEERING. Manuscript received by the Fluids
Engineering Division, November 17, 1980.
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boundary layer separation is not allowed to occur. Even so, it
is well known ([6] for example) that the overall pressure rise
through a shock impinging a curved surface with a turbulent
boundary layer is less than the corresponding Rankine-
Hugeniot value.

The basic experimental arrangement chosen was an un-
cambered, untwisted blade mounted at zero incidence in the
center-plane of a rectangular working-section (with the blade
completely spanning the section). The working-section is
formed from nonporous sidewalls and operated with a high
subsonic inflow. This arrangement models a linear cascade of
blades and choking of the blade-passage, an essential feature
of blade-to-blade flow, can occur.

Two contrasting blades were used in the experiments, a so-
called ‘‘thin-thick-thin’’ blade and a swept blade. The thin-
thick-thin blade had a spanwise variation in thickness-chord
ratio intended to produce a flow field which was transonic in
both the streamwise and spanwise directions.

The present paper describes the experimental arrangements
and discusses some of the results. In addition a brief com-
parison is made with the corresponding flow fields calculated
by various methods. Calculations were made by the first
author using a fully three-dimensional version of Denton’s [2]
time-marching method and a two-dimensional version of the
same program used in strip-theory mode?. .

Denton’s method expresses the inviscid equations of
compressible motion in time-dependent finite-volume form
and advances some initially guessed flow distribution to an
asymptotic steady state. Stability and accuracy are ensured by
using one-sided spatial differencing with lagged correction
factors to produce a steady state solution with second-order

2The first author is indebted to Dr. J. D. Denton for providing copies of his
programs and for a number of discussions concerning the operation and ap-
plication of his method.
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in the working=section

G=probe traversa box

H-static pressure lead outs from the model acrofoil

J-the "second throat aerofoil”

E-mancmeter banks

Fig.1 General configuration of the wind tunnel and working-section

spatial accuracy. Shocks are captured as the computation
proceeds.

2 Experimental Arrangements

2.1 The Wind Tunnel Working-Section. The experiments
were carried out in the Cambridge University Engineering
Department high speed tunnel which operates as a blowdown
tunnel exhausting to atmosphere from air stored at up to 60
atmospheres.

The tunnel settling chamber pressure can be maintained at a
constant value (py;) throughout a run by means of a hand
operated valve. From the settling chamber, which contains the
usual screens and a metal honeycomb, a contraction converts
the tunnel smoothly to a uniform rectangular section (0.112 m
wide, 0.270 m high by about 1.2 m long) contained within
heavy metal beams forming an area within which any desired
working section could be constructed. Sidewalls, containing
either 8 in. schlieren windows or static pressure tappings, and
suitable liners, forming top and bottom walls, are bolted and
sealed to the beams. A rectangular working section (0.112 m
wide, 0.164 m high, and about 0.9 m long) was formed with
two solid wooden liners as illustrated in Fig. 1. The top and
bottom walls were diverged in the streamwise direction to
compensate for the growth of boundary layers on the test
section walls. The degree of divergence was determined ex-
perimentally so as to optimize the uniformity of Mach
number in the empty working section. Within the region of
interest, the streamwise variation of Mach number was about
+ 0.002. No measurements of inflow turbulence level were
made.

2.2 The Model Blades. The thin-thick-thin blade, unswept
and with a constant chord of 0.100 m, was designed with a
spanwise variation in section thickness such that under certain
conditions there could be a region of completely subsonic
flow over part of the span with a region of supercritical flow
elsewhere. The model used had a maximum thickness-chord
ratio of 12 percent at mid-span (where a NACA-0012-34
profile was used) with a symmetrical linear reduction of
thickness to 6 percent thick section (i.e., NACA-0006-34) at
both tips. The blade was mounted at zero incidence in the

Table1 Measured streamwise section of the swept blade

Xx/mm y/mm
0 0
5 1.22
10 1.79
20 2.47
30 2.78
40 . 2.875
50 2.79
60 2.52
70 2.09
80 1.53
90 0.90
95 0.46
100 0.06

NOTE: the blade thickness was measured with an uncertainty of +
0.05 mm.

center plane of the working-section parallel to the top and
bottom walls and spanning the 0.112 m width. To prevent
damage to the schlieren windows and because the nature of
transonic flow precludes sting mounting the blade was
mounted at each tip on narrow supports from the bottom wall
of the working section. These supports also served to take the
pressure measurement lines to the outside of the tunnel. The
incidence effect associated with the use of the supports was
found to be small. '

The swept blade, of contstant thickness and a chord of
0.100 m, was swept at 30 deg across the working-section. The
section used was 5.75 percent thick (based on streamwise
chord) and the profile is given in Table 1. This blade was
mounted at zero incidence in the center-plane of the working-
section parallel to the sidewalls spanning the 0.164 m height.
No support within the working-section was used for this
model, the mounting being direct to the liners.

2.3 Control of the Working-Section Flow Field. The flow
conditions in the working-section are controlled by means of a
variable area throat downstream of the working section. This
took the form of a variable incidence aerofoil (see Fig. 1). The
tunnel is operated at a high enough settling chamber pressure
to choke the downstream throat, thus isolating the working-
section from any disturbances downstream of the throat and
allowing accurately reproducible test conditions [7]. A settling
chamber pressure of 48 kN/m? gauge was used for all the
experiments. This pressure level allows a run time of about 45
seconds and fixes the unit Reynolds number at about 2 X
107/m.

The working-section may choke with the models in place so
it is appropriate to use the back-pressure (i.e., the asymptotic
value of static pressure downstream of the blade) as the in-
dependent variable. This back-pressure ratio (z/py) is a
unique function of the area of the choked downstream throat
and was calibrated for each model/working-section com-
bination. Over the range of interest (p;/p,; ) was repeatable to
within + 0.001.

2.4 Measurements. Blade surface static pressure
distributions were obtained from pressure tubes set into slots
milled in the blade surface. Static pressure tappings could be
drilled at any desired location, existing tappings being blocked
with wax. In this way pressures could be measured at typically
a hundred locations on each blade. The pressures were read on
large banks of mercury filled manometers (visible in Fig. 1).
The manometers readings could be frozen and read im-
mediately after a run, the run time itself being more than

Nomenclature
pp = downstream back pressure Py =

394/ Voi. 104, SEPTEMBER 1982

upstream stagnation pressure p =

local static pressure
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Figs. 2(a-c) Measured isobars on the thin-thick-thin blade (0.02 in-

tervals in p/pg). (Uncertainties in (p/pg) and spatial location of isobars
are = 0.7 percent and = 0.5 percent chord, respectively.)

sufficient for the readings to stabilize. The pressures were
nondimensionalized with respect to the settling chamber
pressure.

Following [13] the experimental uncertainty of the non-
dimensionalized static pressure was estimated as the product
otys (where o is the standard deviation of a set of repeated
measurements and £y is the 95th percentile of the student-¢
distribution) and was found to be + 0.0035, i.e., about + 0.7
percent over the middle pressure range. This includes the
effect of any fixed errors.

The oil-flow technique [8, 9] was used to visualize blade
surface streamline patterns and to locate boundary layer
transition and separation.

2.5 Preliminary Experiments. Since it is the intention that
the measured results be used as test-cases for the shocks
predicted by inviscid calculation methods it is important that
the blade boundary layers are turbulent and remain attached.
Holder [10] suggested that these conditions may be met if the
Reynolds number, based on chord, exceeds 1.5 x 10° and the
peak Mach number on the blade surface remains less than
about 1.2,

For both blades the Reynolds number, based on streamwise
chord, is around 2 x 10% and oil-flow studies confirmed that
natural transition occurred satisfactorily close to the leading
edge. However, initial tests showed that the shock position on
the blades was unsteady. This unsteadiness could only be
reduced to an acceptable level by fixing transition on the
blades near the leading edge. The most suitable method of
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Fig. 3 Sonic-line positions on the blade surface and the upper line at
two values of the back pressure

achieving this was found to be a band of sparsely distributed
0.06 mm diameter carborundum grit on the first 10 percent of
the chord. Spark-schlieren photographs showed that the
maximum variation in the shock position during a run (and
from run to run) was less than 1 percent chord. The frequency
of the motion was about 2 Hz. This is much less than any
shedding frequency from the blades [11] and it is assumed that
the residual unsteadiness arose from the high turbulence levels
often associated with working-sections of this type [7].

3 Experimental Results

3.1 The Thin-Thick-Thin Blade. Measured pressure
distributions on the surface of the thin-thick-thin blade are
presented in the form of isobars of p/p,, for three back
pressures? in Figs. 2(a)-(c).

At the lowest speed (g/pg; = 0.698) the flow is entirely
subsonic over the thin section near the walls and becomes
supersonic on the thicker section at mid span. The isobars are
highly curved both upstream and immediately downstream of
the supersonic region, and the sonic line is highly curved.
However, toward the trailing edge the isobars become
straighter and almost parallel to the edge. As the back-
pressure ratio drops to 0.690 the isobars in the vicinity of the
sonic lines and the sonic lines themselves tend to become
normal to the inlet flow. Nevertheless, the isobars within the
supersonic region (which now completely spans the blade
surface) remain highly curved.

At the highest speed (pg/py; = 0.682) a fully developed
shock is present and completely spans the blade surface
terminating the embedded supersonic region. The shock is
almost straight and occurs at a constant chordwise position all
across the span with its strength decreasing towards the tips.
The supersonic region upstream of the shock is still three-
dimensional in character, with the isobars curving down-
stream from the thicker to the thinner sections of the blade. In
spite of the spanwise pressure gradients in this region the oil-
flow streamlines showed little evidence of spanwise flow.
Downstream of the shock the flow is subsonic all across the
span and immediately downstream of the shock there is
virtually no spanwise pressure gradient, although closer to the
trailing edge the isobars start to become curved again,

Although it was the intention to avoid boundary layer
separations, oil flow studies showed that, in fact, the blade
boundary layers did separate to a certain extent. The regions
where separation occurred are indicated in Fig. 2(c) for the

3 Results for other speeds, with more details of the pressure distributions, for
both the thin-thick-thin blade and the swept blade are given in reference [12].
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highest speed case. Essentially there were three regions of
separation: a local separation bubble forming under the shock
once the upstream Mach number exceeded about 1.17; a gross
separation induced by the shock once the upstream Mach
number exceeded 1.21; and a region of separation near the
trailing edge where the section thickness exceeded 9 percent
(this trailing-edge separation was present in all the tests). In
Fig. 2(c) the shock-induced separation joins the trailing-edge
separation to form a single large region of separation.

Measurements of static pressure were also made on the top
wall of the working section; this wall represents the center
plane of the modelled blade passage. It was found that the
blade passage choked when the back pressure ratio fell to
0.693 so that the flows shown in Figs. 2(b) and 2(c)
correspond to choked flow conditions. The choking of the
blade passage could influence the shape of the shock but,
unfortunately, this influence could not be investigated since a
measurable shock was not present in the unchoked flows.

The three-dimensional choking behavior is shown in Fig. 3
by means of the sonic line positions on the top wall and on the
blade surface for two values of pg/pg;, 0.690 and 0.682. As
will be seen the upstream sonic lines are virtually independent
of pp/py whereas the downstream sonic lines remain a
function of the back-pressure ratio. It is thought that the
prediction of this choking behavior should be a good test of
numerical modelling of the flowfield since the modelling must
be capable of representing the flow both on and at some
distance from the blade surface.

A static probe was also used to measure the shock position
in the actual blade passage and typical results are shown in
Fig. 4, for pg/pe = 0.682. Although it was possible to
measure the position of the shock to within 1 mm (1 percent of
chord) the measurement of the actual shock strength was less
accurate. However, it was possible to follow the weakening of
the shock away from the blade surface and the gradual
transition to a sonic surface near the wall as illustrated in Fig.
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A\
0-55 051
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Fig. 5 Measured isobars on the swept blade (0.02 intervals in p/pg).
(Uncertainties in (p/pg) and spatial location of isobars are + 0.7 per-
centand + 0.5 percent chord, respectively.)

4. As will be seen the shock surface is of similar shape all
across the blade passage.

All these results show that the shock wave is nearly planar
within the blade passage. It is not clear, however, whether this
planar nature of the shock is associated with choking of the
passage or with some form of spanwise relief in the subsonic
region downstream of the shock. Whatever the cause, the
effect is a genuine three-dimensional feature of the flow.
Were this not so, that is were spanwise pressure gradients to
have little influence on the overall flowfield, then the shock
would be expected to be highly curved with the strongest
portion furthest downstream on the thick section of the blade.
This interpretation is confirmed by the calculations presented
below in section 4, where it is found that a planar shock is
predicted by fully three-dimensional methods, whereas a
highly curved shock is predicted by two-dimensional methods
used in strip theory mode. :

3.2 The Swept Blade. Isobars of p/p,, for the swept blade
are presented in Fig. 5 for back-pressure ratios of 0.631,
0.614, and 0.599.

In the lowest speed case the flow is supercritical but appears
to be free of shocks. The supersonic region extends from the
tip towards the root, but does not reach it. Within the
supersonic region the maximum suction occurs near the tip.
At first sight this is a surprising result, since from swept wing
results it might have been expected that the supersonic region
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would develop from the root. The physical reason seems to lie
in the interaction between the blade and the side walls, so that
the tendency for the blade sweep to induce spanwise flow
means that the flow must expand faster near the tip than near
the root to maintain continuity. Downstream of the super-
sonic region the flow is initially compressed, but further aft it
starts to expand again towards the trailing edge all across the
span. Again, this may be attributed to the interaction with the
side walls.

At pg/py = 0.614 a well developed shock is present. This
shock is normal to the side wall at the tip, as it is physically
constrained to be. Away from the tip the shock curves up-
stream becoming parallel to the trailing edge at mid-chord as
would be expected from simple sweep theory. The shock is
clearly strongest at the tip and weakens across the span
completely disappearing near the root.

Upstream of the shock there is.a large spanwise pressure
gradient, with the maximum suction increasing toward the
tip. However, immediately downstream of the shock there is
little spanwise pressure gradient, especially just downstream

of a straight portion of the shock. This suggests that, as in the

case of the thin-thick-thin blade, the spanwise relief of
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Fig. 8 Comparison of calculated sonic-line positions at pg/pgy =
0.657 using Denton’s three-dimensional method and two-dimensional
method in strip theory mode

pressure gradient in the subsonic region downstream of the
shock exercises a tendency to straighten the shape of the
shock. Further downstream of the shock region, the flow
starts to expand again, actually attaining supersonic speeds
over part of the span near the root, so that the exit flow is
transonic.

This general pattern of flow development continues at the
lowest back pressure where the shock extends almost to the
root.

Oil-flow studies showed that although separation of the
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blade boundary layer occurred in a small bubble at the foot of
the shock, no gross separation was present. This absence of
gross separation can be attributed to the favorable pressure
gradients in the trailing edge region.

4 Comparison Between Some Calculations and the
Measurements

This section presents the results of a comparison between
the measured flows and the numerical predictions from a
limited number of calculation methods developed for inviscid
flow.

Initial calculations showed that direct comparisons of the
measured and calculated flow fields at the same back pressure
ratio were unsatisfactory. The reasons for the discrepancies
are believed to be associated with the growth of the boundary
layers on the tunnel side wall and with the presence of the
wake. Instead, in the comparisons presented below the back
pressure ratio in the calculations has been chosen to give the
best overall agreement with the measured flow field in respect
of both shock position and peak suction. The changes in back
pressure ratio needed are relatively small and it should be
pointed out that Denton’s fully three-dimensional method [2]
predicts flows developing in just the same way as in the ex-
periments.

Figure 6 shows the measured isobars on the surface of the
thin-thick-thin blade at each of two back pressures compared
with corresponding sonic lines from Denton’s three-
dimensional program at two slightly lower back pressures.
The higher speed case is particularly interesting, showing the
predicted shock to be planar, just as measured; there is,
however, some discrepancy near the leading edge. A similar
comparison for the swept blade is shown in Fig. 7, where, for
clarity, only sonic-line positions are shown. The failure of the
numerical method to reproduce the measured flow near the
root is believed to be due to the coarse grid which had to be
used because of computer storage restrictions.

Figure 8 shows a comparison between sonic lines calculated
by Denton’s three-dimensional program and those calculated
by a two-dimensional version of the program used in strip
theory mode. These calculations were made at the same back
pressure ratio and correspond to the measured results shown
in Fig. 6. As will be seen the strip theory approach fails
completely to reproduce the main features of the flow giving a
highly three-dimensional shock far too close to the trailing
edge.

All of the calculations were made on an IBM 370-165. The
fully three-dimensional calculations used about 2800 nodes in
the flowfield, this being the maximum for which storage was
available. These nodes were distributed more-or-less
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uniformly throughout the flowfield with a certain amount of
refinement near the blade leading and trailing edges. Com-
putations were continued for about 1000 iterations, requiring

_about 12-15 minutes of c.p.u.

5 Conclusions

The test results reported in this paper show that it is
possible to generate highly three-dimensional transonic flows
with embedded shock waves using relatively simple test
geometries. Furthermore, it has been demonstrated that it is
possible to avoid gross viscous effects by suitable choice of
test conditions. Thus the results would appear to form ideal
test cases for the inviscid calculation methods currently
available for treating flows in blade-blade passages.

From the limited comparisons made with the predictions of
some of these methods it is clear that in order to calculate the
main features of the highly three-dimensional flows it is
essential to use fully three-dimensional methods. Simple strip
theory approaches are shown to be completely inadequate and
this has important implications for the use and applicability
of simple two-dimensional cascade testing of blade sections.

References

1 Oliver, D. A., and Sparis, P., “A Computational Study of Three
Dimensional Transonic Shear Flow in Turbomachine Cascades, A.LLA.A.
Paper 71-88, 1971,

2 Denton, J. D., “Transonic Flows in Axial Turbomachinery. Extension of
the Finite Area Time-Marching Method to 3D,’’ Von Karman Inst. for Fluid
Mechanics. Lecture Series 84, 1976.

3 Epstein, A. H., “‘Quantitative Density Visualisation in a Transonic
Compressor Rotor,” G.T.L. Report No. 124, Gas Turbine Laboratory,
M.LT., 1975.

4 Wisler, D. C., and Mossey, P. W., ““Gas Velocity Measurements Within a
Compressor Rotor Passage Using a Laser Doppler Velocimeter,”” ASME Paper
72-WA/GT-2, 1972.

5 Ackeret, J., Feldmann, F., and Rott, N., ““Investigations of Compression
Shocks and Boundary Layers in Gases Moving at High Speed,” NACA TM No.
1113, 1946.

6 Murman, E. M,, “Computational Methods for Inviscid Transonic Flow
With Embedded Shock Waves,”* AGARD Lecture Series 48, 1972,

7 Pope, A., and Goin, K. L., High-Speed Wind Tunnel Testing, Wiley,
1976.

8 Stanbrook, A., *“The Surface Oil-Flow Technique for Use in High Speed
Wind Tunnels,”” AGARDograph No. 70, pp. 39-49, 1962.

9 Squire, L. C., ‘““The Motion of a Thin Oil Sheet Under the Steady
Boundary Layer on a Body,’’ Jour. Fluid Mech., Vol. 11, 1961, pp. 161-179.

10 Holder, D. W., “The Transonic Flow Past Two-Dimensional Aerofoils,”’
Jour. Roy. Aero. Soc., Vol. 68, 1964, pp. 501-516.

11 Finke, K., “Shock Oscillations in Transonic Flows and Their Preven-
tion,”” Symposium Transsonicum I1, Springer-Verlag, 1975, pp. 57-65.

12 Dawes, W. N., ““A Study of Shock Waves in Three-Dimensional Tran-
sonic Flow,” Ph.D. dissertation, Cambridge University, 1979,

13 Pope, T. C., Reed, T. D., and Cooksey, J. M., ““Calibration of Transonic
and Supersonic Wind Tunnels,” NASA Contractor Report 2920, 1976.

Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.89. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm
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gross separation can be attributed to the favorable pressure
gradients in the trailing edge region.
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Measurements

This section presents the results of a comparison between
the measured flows and the numerical predictions from a
limited number of calculation methods developed for inviscid
flow.

Initial calculations showed that direct comparisons of the
measured and calculated flow fields at the same back pressure
ratio were unsatisfactory. The reasons for the discrepancies
are believed to be associated with the growth of the boundary
layers on the tunnel side wall and with the presence of the
wake. Instead, in the comparisons presented below the back
pressure ratio in the calculations has been chosen to give the
best overall agreement with the measured flow field in respect
of both shock position and peak suction. The changes in back
pressure ratio needed are relatively small and it should be
pointed out that Denton’s fully three-dimensional method [2]
predicts flows developing in just the same way as in the ex-
periments.

Figure 6 shows the measured isobars on the surface of the
thin-thick-thin blade at each of two back pressures compared
with corresponding sonic lines from Denton’s three-
dimensional program at two slightly lower back pressures.
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predicted shock to be planar, just as measured; there is,
however, some discrepancy near the leading edge. A similar
comparison for the swept blade is shown in Fig. 7, where, for
clarity, only sonic-line positions are shown. The failure of the
numerical method to reproduce the measured flow near the
root is believed to be due to the coarse grid which had to be
used because of computer storage restrictions.
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pressure ratio and correspond to the measured results shown
in Fig. 6. As will be seen the strip theory approach fails
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refinement near the blade leading and trailing edges. Com-
putations were continued for about 1000 iterations, requiring

_about 12-15 minutes of c.p.u.
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The test results reported in this paper show that it is
possible to generate highly three-dimensional transonic flows
with embedded shock waves using relatively simple test
geometries. Furthermore, it has been demonstrated that it is
possible to avoid gross viscous effects by suitable choice of
test conditions. Thus the results would appear to form ideal
test cases for the inviscid calculation methods currently
available for treating flows in blade-blade passages.

From the limited comparisons made with the predictions of
some of these methods it is clear that in order to calculate the
main features of the highly three-dimensional flows it is
essential to use fully three-dimensional methods. Simple strip
theory approaches are shown to be completely inadequate and
this has important implications for the use and applicability
of simple two-dimensional cascade testing of blade sections.
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DISCUSSION
G. S. Settles*

Shock wave/turbulent boundary layer interactions are
inherently complex phenomena. Transonic flow adds another
order of complexity, and in the full three dimensions these
interactions must surely be the most difficult of all. (The fact
that chemical reactions are not involved is small comfort.)
Thus the authors are congratulated for making a start in a
useful area where very little is known.

The primary value of this work lies in its exploratory
nature: some phenomenology of 3D transonic flows is
revealed, suggesting directions for future work. In such a case
one expects that more questions will be raised than answers
provided.

4Mechanical and Aerospace Engineering Department, Princeton University,
Princeton, N.J. 08544,
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I agree with the authors’ conclusion that it is possible —
indeed desirable—to study such flows using simple test
geometries. What we know today about shock/boundary
layer interactions comes mainly from basic, parametric ex-
perimental studies. However, I am less sure that gross viscous
effects have been avoided in this study, especially since the
important sidewall effects were not investigated per se.

As the authors demonstrate, their experiment is a useful
initial benchmark with which to test the results of 3D tran-
sonic computations. In order to achieve the stature of a true
““ideal’’ test case, detailed flowfield measurements and a more
rigorous definition of the experimental boundary conditions
would be required. (See, for example, the standards applied in
establishing the Data Library of the recent AFOSR-HTTM-
Stanford Conference on Complex Turbulent Flows.) I hope

_ the present work will serve as a starting point for future

studies along such lines.
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C. C. Horstman®

The authors are to be commended for undertaking a very
difficult task. It is essential that experimental data of this type
be generated to provide suitable test cases for three-
dimensional transonic computational methods. Although the
geometries used are simple, resulting flow fields have most of
the features found in complex three-dimensional flow fields.
It was the intent of this experimental investigation to reduce
the viscous effects as much as possible which I feel was ac-
complished. However, it may not be possible to reduce them
to the extent where they need not be included in a com-
putation used for comparisons with the data. This can only be
determined by testing both inviscid and viscous computations
for these geometries.

Since the authors intended these data to be used to test
computation methods, there are a few points left out of this
paper which should be addressed. For transonic flows of this
type the boundary conditions employed in the computations
can sometimes dominate the computed flow fields. The use of
solid walls in this experiment provide well documented top
and side boundary conditions for the computer. However,
little is mentioned about the upstream and downstream
boundaries. Many of the test cases are choked which makes
the downstream boundary condition extremely important.
The axial locations of both boundaries must be stated along
with the measured pressures at these boundaries. In a com-
putation one would like to prescribe the Mach number and
total pressure at the upstream boundary and fix the static
pressure at the downstream boundary. A minor point which is
not clear to me is how accurately one determines boundary
layer transition from surface oil-flow studies. Also, the data
from the oil-flow studies should be made available as a check
for those using viscous computations.

The calculations presented are extremely disappointing
since substantial changes in free stream mach number (0.02 to
0.04) were required to obtain qualitative agreement with the
data. There could be several reasons for this. Were tunnel side
walls included in the calculations and if so, was an allowance
made for side wall boundary layer growth? What type of
boundary conditions were applied up and down stream of the
test section? These points should be addressed. Finally, it
could be viscous effects on the test models which cause these
differences. I believe that if one is ‘‘allowed’’ to vary the wind

e Experimental Fluid Dynamics Branch, NASA Ames Research Center,
Moffett Field, Calif. 94035,

Journal of Fluids Engineering

tunnel test Mach number in a computation to obtain
agreement with the data, the computational method is not
completely validated as a predictive tool.

Authors’ Closure

The authors thank Dr. Settles and Dr. Horstman for their
helpful and constructive comments. The authors agree that
despite the effort taken to reduce the influence of viscous
effects it is necessary to compute the flow with a method
which includes some allowance for viscous effects, although it
is hoped that these can be taken into account without using a
fully interactive program. A certain amoung to work has been
carried out by other workers (e.g. [14]) since the completion
of the present work to try and quantify the extent of the in-
fluence of viscosity (including wall effects).

The success of any given computation method is very
dependent on the boundary conditions employed. The method
(2) used by the present authors treats the upstream boundary
by fixing the total pressure, total temperature and flow angle
and extrapolates the static pressure from interior points. Since
there are no loss mechanisms upstream of the blade (i.e. no
changes in total pressure) and since the manner of specifying
the upstream boundary allows for non-uniform velocity,
pressure and density fields then the boundary need not be
more than about a chord length upstream of the blade. At the
downstream boundary the static pressure (the ‘‘back-
pressure’’) is fixed and other variables extrapolated. The
back-pressures quoted for the experiments are the asymptotic
values measured downstream of the blade. In the calculations
the downstream boundary was sited far enough downstream
for further downstream movement of it not to affect
significantly the calculated pressure distribution on the blade
itself. Although of course sidewalls were included in the
calculations, no allowance could be made for sidewall
boundary layer growth. One of the present authors (WND) is
currently coding and testing a computational method for
viscous compressible flow [15] and it is his intention to apply
this method to the experimental configuration when the
method is sufficiently developed.
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Spreading Rate and Reattachment of Coaxial Jets of
High Mean-Velocity Ratio

N. W. M. Ko! and H. Au?

Nomenclature
b, = characteristic shear layer with inside inner

mixing region or inside the locus dU/dy=0

and is defined as Iyp9 —yo |

characteristic shear layer width in the outer

mixing region or outside the locus dU/dy =0

and is defined as 1y o —y'0, |

= inner and outer nozzle diameter, respectively

= ratio (=0.1, 0.9)

axial mean velocity

= mean velocity at inner and outer nozzle exit,

respectively

maximum and minimum mean velocity at a

given axial plane

axial and radial coordinates

axial distance of the reattachment point from

the jet exit plane

radial location within the inner mixing region

where the local mean velocity equals r(U,, —

Umin)

(i) in the initial merging zone: the radial

distance in the outer mixing region where the

local mean velocity is 7. U,

(ii) in the intermediate merging zone: the

radial distance outside the locus 3U/dy=0

(other than the centreline) where the local

mean velocity is r. U,

(i) in the fully merged zone: the radial

distance where the local mean velocity is 7. U,

mean_ velocity ratio, outer to inner

(Ug/U;=N"1

U Upin =

my ~ min

Xy =
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Yr =
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Introduction

Previous investigations of coaxial jets issuing into stagnant
air surroundings [1-2] concerned mainly jets of mean-velocity
ratio (U,/U;) less than unity. The few jets of mean-velocity
ratio higher than unity [1] concerned the flow characteristics
in the fully merged zone. In this respect, the flow charac-
teristics inside the initial merging and the intermediate
merging zone have not been investigated in details. Thus, the
present note describes an experimental study on the flow
characteristics, such as the spreading rate and reattachment of
coaxial jets of five mean-velocity ratios.

Experimental Techniques

The experimental setup consisted of an inner nozzle of
diameter D; of 20 mm and an outer nozzle of diameter D, of
40 mm [3]. The lip thickness of the inner nozzle was 1 mm.
The outer jet mean exit velocity U, was kept constant at 50
m/s while the inner jet exit velocity U, varied. The reciprocal
of the mean-velocity ratio A=! (U;/U,) was 0.15, 0.2, 0.4,
0.6, and 0.8.

The mean velocity measurements were obtained with a
constant temperature type hot-wire anemometer with
linearized output. The wire has a diameter of 5 X 1076 m and
alength of 2 mm.

Results and Discussion

Detailed measurements of the local mean velocity across the
coaxial jets at the five different mean-velocity ratios have
been obtained. From the results the characteristic widths of
the outer and inner mixing regions and in different zones were
derived. The distributions of the characteristic width
by/(D,/2) are shown in Fig. 1. The characteristic width b, is
defined as the absolute value of the difference of y’y¢ and
Y’o.1 at any axial plane. y’g ¢ and y’,, are the radial position
outside the locus dU/ay =0 (this corresponds to the part of
the mean velocity profile where aU/dy is negative in the
positive y direction) where the local mean velocity is equal to
0.9 and 0.1 of the maximum mean velocity, respectively.
Figure 1 indicates that over the axial distance considered, the
characteristic width distribution seems to be divided into three
zones, The first zone terminates at x/Dy=1.5 and
corresponds to the initial merging zone suggested by Ko and
Kwan [2]. The second zone terminates at x/Dy=S5 and
corresponds to the intermediate merging zone. For x/Dy >5
the fully merged zone starts to exist [3]. Within each zone the
widths of the coaxial jets of different A\~! are the same,
suggesting the independence of the mixing region width with
the mean-velocity ratio. The slope d(2by)/dx, which is a
measure of the spreading rate of the outer mixing region, is
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Fig.2 Characteristic width of inner mixing region

also independent of the mean-velocity ratio. For the initial
merging and fully merged zone a value of 0.36 is found. For
the intermediate zone a value of 0.22 is obtained, suggesting
lower spread. The accuracy in these slopes was estimated to be
+0.02.

The distributions of the characteristic width b;/(D,/2) of
the inner mixing region are shown in Fig. 2. The width b, is
the absolute value of the difference of yyo and y,, at any
axial plane. y;o and y,,, however, are the radial position
inside the inner mixing region [3] where (U— U,;;,) is equal to
0.9 and 0.1 of (U,, — U,;,) respectively. U, and U, are the
maximum and minimum streamwise velocities at the same
axial plane. The width of the inner mixing region is different
for different A\~!. Apart from a small region close to the jet
exit plane, where the width of the inner mixing layer is
strongly affected by the presence of the inner nozzle lip, in-
crease in b; with axial distance is fairly linear. The slope
d(2b;)/dx was estimated from the linear portion using least
square fitting. All accuracy of +0.02 was estimated. As
expected, a decrease of d(2b;)/dx with increase in A~! is
observed. The curve approaches a value of zero at A~} equals
to unity. This is also expected as the mean shear in the inner
mixing region is zero when the inner jet exit velocity is the
same as that of the outer jet. .

Because of the lower inner jet exit velocity, the high velocity
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flow of the outer annular potential core merges at the central
axis. The axial distance x,/D, of the reattachment of the
outer high velocity flow is shown in Fig. 4. The results of the
limiting cases of annular jets (A\~! =0) of Ko and Chan [4] and
of single jet (\"!=1) are also shown. The reattachment
distance seems to vary between four to six outer diameters.

Conclusions

The spreading rate in the mixing regions of the coaxial jets
of high mean-velocity ratio depends on the zone where it is
located. The rates in outer mixing region of the initial merging
zone and in the fully merged zone is the same and slightly
higher than that in the intermediate merging zone. These rates
seem to be independent of the mean-velocity ratio. The
spreading rate of the inner mixing region, however, depends
greatly on the mean-velocity ratio. It approaches that of the
single jet. Reattachment of the outer high velocity flow at the
central axis also depends on the mean-velocity ratio, though
to a lesser extent.
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Laminar Boundary Layer Near the Rotating
End Wall of a Confined Vortex!

T. J. Kotas?

The experimental results presented by the authors in this
paper make a welcome contribution toward a better un-
derstanding of confined vortex flows.

An experimental investigation of this type may be looked
upon as a fragment of the total range of experimental con-
ditions.

The two particular distinctive features characterising this
investigation are:

1. low swirl ratios
2. rotating end-walls

The swirl ratios used are very low and could be said to
correspond to the extreme end of the range of practical in-
terest. Because of this, the present flow is characterised by the
absence of a number of phenomena which feature
prominently in flows with high swirl ratios [1, 2]. The prin-
cipal ones of these are:

(i) Main flow radial and tangential velocities are in-
dependent of the axial coordinate i.e., v=v(r) and
u=u(r). This clearly is not the case in the present
investigation particularly (see Figs. 3 and 4) as far as
the radial component of velocity is concerned.

(ii) The mass flow rate of the fluid ‘‘leaking’’ through the
end-wall boundary layers is large, exceeding in some
cases the total flow throughput, which leads to the flow
recirculation phenomena. In the present investigation
the “‘leakage’ through the end-wall boundary layers is
small as a fraction of the total mass throughput
although it will be noticed that the radial velocity
overshoot increases with the swirl ratio (see Figs. 8 and
12). There is no doubt that the rotation of the end-walls
contributes significantly to the slow development in the
inward radial direction of the overshoot phenomena
since this feature is dependent on the imbalance be-
tween the radial pressure gradient generated by the
main flow and the centrifugal acceleration resulting
from the retardation of the flow in the end wall
boundary layers. It would be interesting, from the
theoretical point of view, to investigate the secondary
flows produced by rotation of the end walls at an
angular velocity higher than that of the cylindrical wall
so that the tangential velocity of the main flow would
match that of the wall at some intermediate radial
position. This would lead to a situation when the ac-

lBy W. J. Shakespeare and E. K. Levy, published in the June, 1982, issue of
the JournAL oF FLuiDs ENGINEERING, Vol. 104, No. 2, pp. 171-177.
Department of Mechanical Engineering, Queen Mary College, University of
London, London, England.
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celerating effect of the end walls at larger radial
positions could result in an opposite overshoot in the
radial velocity profiles to that at smaller radial
positions.

The final point I should like to refer to is the assumption
made by the Authors with regard to the laminar nature of the
boundary layer flow on the end walls. There does not seem to
be any experimental confirmation of this assumption men-
tioned in the paper. If this assumption is not correct, it might
account for the rather large discrepancies between the ex-
perimental and calculated radial velocity profiles.

Additional References

I Kotas, T. J., “‘Streamline Pattern in a Confined Vortex,”’' Journal of
Mechanical Engineering Science, Vol. 19, No. 1, 1977, p. 38

2 Kotas, T. J., “*An Experimental Study of a Confined Vortex Flow,”"
Archiwum Budowy Maszyn, Vol. 24, No. 3, 1977, p. 375.

Authors’ Closure

The authors are grateful to Dr. Kotas for his remarks
concerning our work. He is correct in pointing out that there
is a wide range of possible flow configurations which are
often identified as confined vortex flows; and the nature of
these depends on factors such as the magnitude of the swirl
ratio, the geometry of the chamber and the rotational velocity
of the end walls. The set of experimental conditions studied in
the present investigation was chosen because of the ap-
plication to centrifugal fluidization. In that case the chamber
geometries utilized, the presence of the rotating end wall, and
the magnitude of swirl ratios studied are all of practical
consequence [references 1, 2, 3].

In the course of this investigation, the authors were keenly
aware of the potential effects of the rotation of the end walls
on the development of the flow. We agree with Dr. Kotas that
the difference between a stationary and rotating end wall
might be extremely significant. His suggestion that theoretical
studies be carried out with end walls that rotate with angular
velocities greater than that of the cylindrical wall is intriguing.
It would indeed be very interesting to see what it does to the
velocity overshoot.

Finally, the assumption of laminar boundary layer flow on
the end walls was based on two factors. Early in the study a
hot wire probe was inserted in the end wall boundary layer
and monitored for turbulent fluctuations. The results of those
measurements showed that the flow was laminar. Fur-
thermore, the Reynolds numbers encountered in these ex-
periments were below those normally used to indicate tran-
sitions in flows of this type. It was on this basis that the
laminar boundary layer analysis was performed.
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Preston Tube Calibrations and Direct Force
Floating Element Measurements in a Two-
Dimensionail Turbulent Boundary Layer!

K. C. Brown?

It is unfortunate that, after so many attempts, a definitive

calibration of Preston tubes has yet to be achieved. Perhaps

~ this reflects upon the difficulty of the task, but this paper
helps clarify the issue.

I am not happy to support using the measurements reported
by Brown & Joubert to help substantiate the proposition that
existing Preston tube calibrations underestimate the wall
shear stress. Even with the doubts about calibration of
Preston tubes I am inclined to prefer them to my own direct
measurements. It is difficult to envisage direct measurements
underestimating wall shear stress, but easy to suggest reasons
for overestimates. Direct measurements are indeed a delicate
task.

I must take issue with the implication of the in-
troduction—that we may obtain a different calibration
equation for different flow geometries—pipe, boundary
layer, etc. Firstly it makes the whole Preston tube concept
useless. If one must calibrate individually, then one might as
well use different devices especially adapted to the situation.
Secondly it makes nonsense of the principle upon which the
calibration is based. In the limiting case of very small tubes
the calibration relies only on the no-slip condition at the wall.
Therefore, if small enough tubes are used a universal
calibration must apply and our efforts should be directed
toward determining it, and the limits of tube size for its ap-
plication to all situations. The conclusion follows that initial
calibration should be achieved using pipe flows (since they
lead to the simplest independent estimates of wall shear stress)
and direct measurements are only necessary for the in-
vestigation of the effects of pressure gradients, local
variations, etc.

Authors’ Closure

The authors appreciate the comments of Professor Brown.
His remark on the delicacy (and difficulties) of direct
measurements (of local wall shear stress) can be appreciated
only by those, who like himself, have tried seriously to make
such measurements, particularly in low speed flows.

The question of different calibration equations for Preston
tubes in different flow circumstances—boundary layers and
pipe flows—is, as Professor Brown notes, the same as the

lBy J. E. McAllister, F. J. Pierce, and M. H. Tennant, published in the June
1982 issue of the ASME JOURNAL oF FLUIDS ENGINEERING, Vol. 104, No. 2, pp.
156-161.
Department of Mechanical and Industrial Engineering, University of
Melbourne, Melbourne, Australia.

Journal of Fluids Engineering

question of different near wall similarity laws for these two
classes of flows. While this latter question has been debated in
the past, the authors’ perception is that the current concensus
favors a single law for both classes of flows. This view is
intuitively satisfying and it is difficult to generate sound
physical arguments to support a contrary view. Just as there is
at least a modest degree of uncertainty in the two-dimensional
near wall similarity law as evidenced by the differences in even
more recent law of the wall constants,? so too one can except
a corresponding uncertainty in the uniqueness of Preston tube
calibration formulas. This paper attempts to give some
quantitative measure to this uncertainty, and particularly by
looking at different flow circumstances, since relatively few
data are available for the boundary layer case.

Flow Behind Two Coaxial Circular
Cylinders!'

P. K. Stansby?

The authors have presented some most interesting results
about the influence of a prominent discontinuity on vortex
shedding from cylinders. An important and surprising
conclusion is that there appears to be little effect of the
discontinuity at distances greater than two diameters from it.

A minor point of concern exists about the choice of a
diameter ratio of 2:1 for the coaxial cylinders. For a single
cylinder there are peaks in the pressure spectrum at the
Strouhal frequency and at twice this frequency. In the coaxial
case, the Strouhal frequency for the small cylinder is nearly
twice the Strouhal frequency for the large cylinder and there
must be some doubt about the origin of a peak at this
frequency on a pressure spectrum. Choosing a diameter ratio
away from 2:1 would avoid this problem.

The flow at the discontinuity must be rather complicated.
However the trailing vortices generated at the leading edge of
the big cylinder are likely to be prominent. These streamwise
vortices rotate to produce a downwash behind the big
cylinder. (The same mechanism can cause smoke from a
chimney in a high wind to be entrained in its wake.) Fluid
from outside the wake will thus be entrained at the base of the
big cylinder, effecting base bleed which can suppress vortex
shedding as mentioned in the paper. The influence of the
trailing vortices on one another will cause them to be deflected
downwards. These vortices are likely to be a prominent
feature of the ‘“‘discontinuity wake’’ discussed in the paper. It
is interesting to note that their rotation is such that they could
join up with the vorticity separating from the big cylinder,
thus providing an ‘‘end’’ for the vortices of the big cylinder.
The vortices of the small cylinder presumably end in a more
conventional manner as the flat end of the big cylinder acts to
some degree as an end plate as mentioned in the paper.

A final interesting point concerns the maximum values of
C,’ away from the discontinuity; they are higher for the big
cylinder than for the small cylinder (see Fig. 6). At first sight
this might be thought to be a permanent influence of the
discontinuity. However the influence of the ‘‘other’’ ends
could well be significant. The aspect ratio for the big cylinder
is 5.6 while that for the small cylinder is 11.2. The greater
relative proximity of the tunnel wall could make the big

3 Pierce, F. J., McAllister, J. E., and Tennant, M. H., ‘‘Near-Wall Similarity
in Three-Dimensional Turbulent Boundary Layers Part 1: Model Review,”
ASME Paper FE-33, 1982,
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FrLuips ENGINEERING, Vol. 104, No. 2, pp. 223-227.

2Simon Engineering Laboratory, University of Manchester, Manchester M13
9PL England.
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Preston Tube Calibrations and Direct Force
Floating Element Measurements in a Two-
Dimensionail Turbulent Boundary Layer!

K. C. Brown?

It is unfortunate that, after so many attempts, a definitive

calibration of Preston tubes has yet to be achieved. Perhaps

~ this reflects upon the difficulty of the task, but this paper
helps clarify the issue.

I am not happy to support using the measurements reported
by Brown & Joubert to help substantiate the proposition that
existing Preston tube calibrations underestimate the wall
shear stress. Even with the doubts about calibration of
Preston tubes I am inclined to prefer them to my own direct
measurements. It is difficult to envisage direct measurements
underestimating wall shear stress, but easy to suggest reasons
for overestimates. Direct measurements are indeed a delicate
task.

I must take issue with the implication of the in-
troduction—that we may obtain a different calibration
equation for different flow geometries—pipe, boundary
layer, etc. Firstly it makes the whole Preston tube concept
useless. If one must calibrate individually, then one might as
well use different devices especially adapted to the situation.
Secondly it makes nonsense of the principle upon which the
calibration is based. In the limiting case of very small tubes
the calibration relies only on the no-slip condition at the wall.
Therefore, if small enough tubes are used a universal
calibration must apply and our efforts should be directed
toward determining it, and the limits of tube size for its ap-
plication to all situations. The conclusion follows that initial
calibration should be achieved using pipe flows (since they
lead to the simplest independent estimates of wall shear stress)
and direct measurements are only necessary for the in-
vestigation of the effects of pressure gradients, local
variations, etc.

Authors’ Closure

The authors appreciate the comments of Professor Brown.
His remark on the delicacy (and difficulties) of direct
measurements (of local wall shear stress) can be appreciated
only by those, who like himself, have tried seriously to make
such measurements, particularly in low speed flows.

The question of different calibration equations for Preston
tubes in different flow circumstances—boundary layers and
pipe flows—is, as Professor Brown notes, the same as the
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question of different near wall similarity laws for these two
classes of flows. While this latter question has been debated in
the past, the authors’ perception is that the current concensus
favors a single law for both classes of flows. This view is
intuitively satisfying and it is difficult to generate sound
physical arguments to support a contrary view. Just as there is
at least a modest degree of uncertainty in the two-dimensional
near wall similarity law as evidenced by the differences in even
more recent law of the wall constants,? so too one can except
a corresponding uncertainty in the uniqueness of Preston tube
calibration formulas. This paper attempts to give some
quantitative measure to this uncertainty, and particularly by
looking at different flow circumstances, since relatively few
data are available for the boundary layer case.

Flow Behind Two Coaxial Circular
Cylinders!'

P. K. Stansby?

The authors have presented some most interesting results
about the influence of a prominent discontinuity on vortex
shedding from cylinders. An important and surprising
conclusion is that there appears to be little effect of the
discontinuity at distances greater than two diameters from it.

A minor point of concern exists about the choice of a
diameter ratio of 2:1 for the coaxial cylinders. For a single
cylinder there are peaks in the pressure spectrum at the
Strouhal frequency and at twice this frequency. In the coaxial
case, the Strouhal frequency for the small cylinder is nearly
twice the Strouhal frequency for the large cylinder and there
must be some doubt about the origin of a peak at this
frequency on a pressure spectrum. Choosing a diameter ratio
away from 2:1 would avoid this problem.

The flow at the discontinuity must be rather complicated.
However the trailing vortices generated at the leading edge of
the big cylinder are likely to be prominent. These streamwise
vortices rotate to produce a downwash behind the big
cylinder. (The same mechanism can cause smoke from a
chimney in a high wind to be entrained in its wake.) Fluid
from outside the wake will thus be entrained at the base of the
big cylinder, effecting base bleed which can suppress vortex
shedding as mentioned in the paper. The influence of the
trailing vortices on one another will cause them to be deflected
downwards. These vortices are likely to be a prominent
feature of the ‘“‘discontinuity wake’’ discussed in the paper. It
is interesting to note that their rotation is such that they could
join up with the vorticity separating from the big cylinder,
thus providing an ‘‘end’’ for the vortices of the big cylinder.
The vortices of the small cylinder presumably end in a more
conventional manner as the flat end of the big cylinder acts to
some degree as an end plate as mentioned in the paper.

A final interesting point concerns the maximum values of
C,’ away from the discontinuity; they are higher for the big
cylinder than for the small cylinder (see Fig. 6). At first sight
this might be thought to be a permanent influence of the
discontinuity. However the influence of the ‘‘other’’ ends
could well be significant. The aspect ratio for the big cylinder
is 5.6 while that for the small cylinder is 11.2. The greater
relative proximity of the tunnel wall could make the big

3 Pierce, F. J., McAllister, J. E., and Tennant, M. H., ‘‘Near-Wall Similarity
in Three-Dimensional Turbulent Boundary Layers Part 1: Model Review,”
ASME Paper FE-33, 1982,
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cylinder wake more two-dimensional than the small cylinder
wake causing higher fluctuating pressures (2). Making the
aspect ratios equal through the use of end plates would be
enlightening.

Authors’ Closure

The authors welcome the comments of Dr. Stansby on their
paper. Dr. Stansby has pointed out that the choice of the
diameter ratio of 2:1 for the coaxial cylinders might introduce
some uncertainty in the identification of the peaks on a
pressure spectrum. In fact, this effect has been observed
during the early stage of the investigation and the well
established single cylinder results were used to confirm the
peak. As can be seen from Fig. 2, the Strouhal frequency for
the small cylinder is clearly different from that of the twice the
Strouhal frequency for the large cylinder. Furthermore, the
present results form only part of a detailed investigation in
which other diameter ratios were adopted.

The authors agree with Dr. Stansby that the flow at the
discontinuity is very complicated. The exact mechanism of the
trailing vortices of the big cylinder and of the ‘‘discontinuity
wake’’ and their interaction are still not yet known. These
trailing vortices and the entrained fluid outside the wake,
besides those of the vortices of the small cylinder, may affect
base bleed which may suppress vortex shedding of the big
cylinder. Further investigation is being directed to the un-
derstanding of this basic mechanism.

For the difference in the maximum value of C,,* away from
the discontinuity the authors did not know the exact cause,
The suggestion for the use of end plates of Dr. Stansby in
maintaining equal aspect ratio is worth pursuing.

Effects of F¥ree-Stream Turbulence on
Diffuser Performance!

S. V. Horn?

The author is congratulated on providing experimental data
on the pressure recovery enhancement of two-dimensional
subsonic diffusers by means of the stationary turbulence
generators as rods.

The highlight of the paper is an introduction of effects of
turbulence structure parameters as the free-stream integral
scale of turbulence in addition to the turbulence intensity.

The overall analysis lacks the information about the energy
loss of the rod turbulence generator which would enable us to
compare optimum systems with and without turbulence
generators. Can the author provide this additional in-
formation?

The pressure recovery of investigated diffusers was
established from the wall taps. More consistent experimental
data are usually provided by the mass-averaged pressure
recovery. Can the author estimate or measure a difference
between the mass-averaged and the wall pressure recovery at
diffuser exit?

In turbomachinery applications, the high turbulence
downstream of blading can allow us to design annular dif-
fusers with larger deceleration than for cases with a low
turbulence level [25].

The swinging turbulence flag generators were used to model
the turbulent flow field downstream of blading. The tur-
bulence structure downstream of these generators was closer

IByJ A., Hoffmann, published in the September, 1981 1ssueoftheJOURNAL
oF FLuiDs ENGINEERING Vol. 103, No. 3, pp. 385-390,
Borg-Warner Corporation, Des Plaines, Ill. 60018.
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to the turbomachine turbulence structure than one generated
by stationary generators. The best results were achieved by a
combination of both which modeled both stationary and
rotating turbomachine rows.

Pressure loss of the turbulence flag generators was
unusually high which excluded them from potential use in
diffuser appiications. Successful applications, however, were
made by placing the ring-star generators within axisymmetric
diffusers [26].

Additional References
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26 Kmonitek, V., and Hibs, M., “Results of Experimental and Theoretical
Investigation of Annular Diffusers (in Czech), Volume ‘‘Major Developments
in the Gas Turbine Design,”’ Czechoslovak Academy of Sciences, 1962.

Authors’ Closure

I thank Dr. Horn for his questions and comments.

To obtain the total pressure loss across the rods and the
inlet to the channel (AP), the difference in pressure between
static pressure taps located in the topplate and baseplate
upstream of the rods and a total pressure probe located in the
free-stream at the diffuser inlet (section 1) was measured and
is presented below as a dimensionless loss coefficient for each
rod set

RodSet  AP/pU?/2(") RodSet  AP/pU?/2(")
none 0.1 H 0.6
A 1.7 I 0.3
B 0.8 J 0.5
C 2.5 JH 1.5
D 0.8 K 1.1
E 2.4 KH 2.3
F 0.9 L 1.1
G 0.5 M 1.7
GH 1.5 N 0.7

I have not measured mass averaged static pressures at the
diffuser exit and do not know of a reliable way to obtain this
information. The work of Ashjaee [24] has shown that for
10° <20 <20°, approximately three percent larger exit wall
C,’s exist on the unstalled wall due to streamline curvature
near the intersection of the diffuser wall and the parallel-
walled tailpipe, while for 26 <8°, no measurable differences
in wall C,’s exist. For two-dimensional straight-walled
subsonic diffusers with free discharge, I would expect less
streamline curvature at the exit plane and I estimate that the
C,’s presented in my report based on the discharge static
pressures as measured with wall taps are within one percent of
the C,’s based on the mass averaged exit static pressures.

Additional References

24 Ashjaee, J., and Johnston, J. P.,
Diffusers—Transitory Stall and Peak Pressure Recovery,””
FLumps ENGINEERING, Vol. 102, Sept. 1980, pp. 275-282,
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Scaling Parameters for a Time-Averaged
Separation Bubble!

1. P. Castro.? The most interesting suggestion made by the

1By A. J. Smits, published in the June, 1982, issue of the JOURNAL oF FLUIDS
ENGINEERING, Vol 104, No. 2, pp. 178-184.
Department of Engineering, University of Surrey, Guildford, Surrey GU2
5XH, England.
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